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I. Introduction and problem statement   
 

“In Europe, the bird flies by our rules “. This tweet of the EU Commissioner Thierry Breton 

regarding the purchase of Twitter by Elon Musk in 2022 gives a preview of the European 

Union’s human-centric digitalization approach, aiming at proactively shaping the digital 

regulatory landscape alongside European values. Restricting the over-arching power of 

platforms and multinational “tech giants“, the EU has achieved that even affluent tech 

entrepreneurs like Mark Zuckerberg promote EU regulation in the digital sphere globally, for 

instance by stating that “People around the world have called for comprehensive privacy 

regulation in line with the European Union’s General Data Protection Regulation, and I agree. 

I believe it would be good for the Internet if more countries adopted regulations such as GDPR 

as a common framework. New privacy regulation in the United States and around the world 

should build on the protections GDPR provides.” (Zuckerberg 2019).  

This instrumentalization of regulatory efforts by tech entrepreneurs raises the question, of 

how the EU managed to externalize its own regulation and thus exercise regulatory influence. 

Another input to raise this question comes from the EU’s economic power in the digital 

sphere, which is quite limited. The EU lacks affluent globally operating tech companies with 

substantial market shares. Consequently, it is often perceived as a “powerless spectator” 

(Christakis 2020,16) compared to the U.S. or China. However, against these perceptions, the 

Union managed to leverage its main political capital – its regulatory power. In the last years, 

the EU has been quite active in passing legislative proposals in the digital sphere and successful 

in setting global standards. The unilateral ability to regulate the global marketplace has first 

been described as the “Brussels Effect” by Anu Bradford in 2012. By regulating its own market, 

the EU exercises global regulatory power and exports its regulations. Bradford argues that due 

to the Brussels Effect, the European Union continues to be a relevant political actor on a global 

scale (Bradford 2019, 4). To examine if this is also the case in digital policy, one can analyze 

the potential Brussels Effect in the digital sphere. As Mr. Zuckerberg’s quote anticipates, the 

General Data Protection Regulation 2016 is a crucial legislative act to examine in this context. 

This is where the conditions of a Brussels Effect according to Anu Bradford’s theoretical 
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framework can be analyzed to explain how a European regulation can have an extraterritorial 

effect and shape a policy field globally. Moreover, thinking a step ahead, it is essential to 

examine the link of this potential Brussels Effect in digital policy to the future of artificial 

intelligence (AI) regulation which is on the agenda of many regulators in the world.  A “pause” 

for the development of the most advanced AI systems has been promoted in an open letter 

by various tech entrepreneurs and scholars. They claim to give regulators time to catch up due 

to the “profound risks to society and humanity” (Metz/ Schmidt 2023). While the regulation 

of AI is becoming an emerging issue in many countries, the EU has already set down a legal 

framework with its proposal for an “AI Act” (2021). Investigating the new legislative proposal 

and its concept of societal risk assessment is necessary to deduce whether it has the potential 

of gaining extraterritorial effect. Will AI regulation be part of the EU’s regulatory power in 

digital policy?   

In a world where the role of technologies as ideological influencers for the export of 

governance models is growing, the evolution of the Brussels Effect might have important 

global implications. Therefore, the Brussels Effect will be explained in general terms in chapter 

two. After an introductory presentation of the definitions and derivation of Bradford’s theory, 

the EU’s “regulatory DNA” will be analyzed by looking at the context and internal and external 

dimensions of the EU’s external influence. This includes having a look at relevant institutional 

structures as well as drivers for a pro-regulative stance and the emerging external regulatory 

agenda. This step is followed by presenting Bradford’s five conditions for a Brussels Effect. It 

is also crucial to demarcate the Brussels Effect from the regulatory influence of other 

(emerging) global actors. Following this general presentation of the conditionality, the EU 

digital policy will be illustrated in chapter three. After having looked at these theoretical 

frameworks of analysis the globalization of the GDPR as an “export hit” will be assessed. From 

those observations, one can deduct the implications for AI regulation by looking at the 

potential of the EU AI Act to exercise extraterritorial effect. This approach aids in examining 

how the European Union is shaping the digital sphere globally with its regulatory power and 

what are the implications for the future of AI regulation. The main objective will be to apply 

and understand the “Brussels Effect” in digital policy and thus explain the regulatory power of 

the EU in this area.  
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II. The Brussels Effect 
 

Firstly, the theoretical frameworks need to be evaluated. Anu Bradford’s “Brussels Effect” will 

be analysed as a main instrument of the EU’s regulatory power.  After a short definition and 

theoretical derivation, the internal and external dimensions of the Brussels Effect will be 

illustrated. This is followed by the conditions of the effect and a demarcation. Understanding 

the context and preconditions of the Brussels Effect is crucial to link the theory to the field of 

digital policy later on.  

 

1. Definitions  
 

The main theoretical instrument to assess the EU’s regulatory power is the so-called Brussels 

Effect. The “Brussels Effect” refers to the “EU’s unilateral ability to regulate the global 

marketplace” (Bradford 2019, 1). It can be both unintentional, pushed forward by market 

conditions, or an active effort to export regulations. Bradford further conceptualizes that the 

EU does “not have to do anything except regulate its own market to exercise global regulatory 

power” (2019, 2). Thus, she names the interplay between EU regulation and market forces as 

the main driver of the externalization of those regulations, giving rise to the Brussels Effect.  

(Bradford 2019, 2).  

Anu Bradford distinguishes the “de facto Brussels Effect” and the “de jure Brussels Effect” 

(2019, 2). The de facto Brussels Effect seeks to explain how global actors such as firms react 

to stringent EU regulations by adjusting their conduct. It focuses on the business incentives to 

extend the EU regulation – without the interference of a foreign government. The de jure 

Brussels Effect, on the other hand, concerns the foreign government that adopts an “EU-style 

regulation” (2019, 2), for instance as a response to the preceding de facto Brussels Effect. The 

de jure Brussels Effect is mostly pushed forward by lobby groups of affected foreign 

companies to guarantee their domestic competitiveness against companies that do not export 

to the EU and that did not have to adjust their conduct to EU regulations (Vogel 1995). Looking 

at the number of factors that influence a jurisdiction’s decisions to adopt a regulation and the 

difficulty to separate motivations that lead a government to adopt an EU-style law, Bradford 
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suggest that the term “de jure Brussels Effect” can be used in a broader sense to describe 

“mechanisms that transmit EU rules to foreign jurisdictions” in general (2019, 2). Empirically, 

Bradford argues that “de facto regulatory convergence” is much more evident than de jure 

regulatory convergence. For instance, most of the US competition laws and rules on food 

safety have not been changed by U.S. legislators, while many U.S. firms “voluntarily” choose 

to comply with EU standards in the form of uniform production across its consumers.  

 

2. Theoretical derivation  
 

There are different ways in which legal norms and policies travel from one jurisdiction to 

another and thus shape political and legal landscapes in certain policy areas.  Comparative 

legal scholarship can be found particularly in the context of so-called legal transplants. 

Moreover, policy transfer and diffusion are discussed in subcategories of comparative political 

science (Hadijiyianni 2021, 248). The political scientist Fabrizio Gilardi categorizes four 

pathways of policy diffusion (2016, 8): Firstly, policies can be transferred abroad by coercion. 

A prominent example of this pathway is the EU’s accession process and the requirement to 

incorporate the “acquis communautaire”, i.e. the collection of rights and obligations in EU law 

into the national legal system. Secondly, competition and market access can be drivers for 

policy diffusion. This link was first discussed in David Vogel’s “California Effect”. In his work, 

Vogel explains that the U.S. state of California, with a large market and a focus on stringent 

consumer and environmental regulations, managed to set standards for all the other states in 

the U.S. Accordingly, many firms that intend to export to California, standardized their 

production according to Californian standards for all its U.S. American consumers because of 

the benefits coming from uniform production and economies of scale (Vogel/ Kagan 2004, 4-

5). Thirdly, policy diffusion can occur by learning, i.e., by “complex processes of using the 

experience of other countries in assessing the consequences of particular policy choices when 

formulating domestic policies” (Hadijiyianni 2021, 248). The importance of “learning” in 

political science is also emphasized by the meta-theory of constructivism. Scholars like 

Alexander Wendt argue that (political) actors act based on ideas or values and their 

interpretation of a situation, e.g., by learning and comparing their conduct endogenously 

(1992, 416 ff.). The theory is used to explain the normative power of the EU and the processes 
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of European integration. For instance, the conditionality of EU accession is linked to value-

based criteria that candidates must comply with. The idea of normative power is an opposing 

force to “traditional” concepts of power in the sense of “hard power” (economic power, 

military power) (Bradford 2019, 24). Goldthau and Sitter nominate the EU as a “soft power 

with a hard edge” and argue that the EU is making up for its lack of hard power through its 

regulatory tools (2015, 942). Lastly, Gilardi coined the category of “emulation”, i.e., the 

adoption of policies because they are perceived normatively desirable (Gilardi 2016, 8; 

Hadijiyianni 2021, 248). Bradford’s Brussels Effect includes multiple categories at the same 

time, depending on the regulation or policy field which is at stake. For instance, the 

externalization of the general digital policy of the EU, embedded in a value system and 

strategy, can be categorized as a process of emulation (Biedenkopf 2015). Bradford’s 

theoretical framework on the Brussels Effect also builds on theories of regulatory competition 

and convergence (Drezner 2005, 841).  Bradford claims to provide a corrective “to the debates 

that portray the EU as a weak and declining player that has acquiesced its global role to a 

preoccupation with numerous existential crises.” (2019, 4). She further links the effect on 

current debates about the roles of governments and markets in a globalized world economy. 

Her framework particularly addresses the criticism of globalization leading to a “race to the 

bottom” (Tonelson 2002, 14-15) where governments lower their regulatory standards to 

increase their global economic competitiveness. Economists have shown that international 

trade has, in fact, evoked a “race to the top”, where global market integration has led to more 

stringent domestic regulations (Spar/Yoffie 2000, 31-51). This is also the essence of Vogel’s 

work on the California Effect. The Brussels Effect builds on this California Effect, expanding the 

dynamics from the U.S. federal system to the global market. Furthermore, Bradford 

conceptualizes additional conditions for a regulatory convergence to flourish, while the theory 

of the California Effect is limited to market size and scale economies as the reason for 

“external regulatory clout” (2019, 5). Offering an even more diverse theoretical framework 

for regulatory influence abroad, the scholar claims the general character of her theory. She 

argues that “what today amounts to the Brussels Effect may one day be described as the 

“Beijing Effect” – assuming that the requirements of her theories are met (2019, 5). In addition 

to that, the theory of the Brussels Effect also originates from existing literature on the 
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relationship between regulatory convergence and regulatory power. Different scholars, such 

as Daniel Drezner argued that rival standards can emerge between jurisdictions. The 

dominance of one or another depends on the jurisdiction’s relative power position to seek 

supporters for their regulatory preferences (Drezner 2005, 850). Building on this, Bradford, 

however, claims that the outcome of the regulatory race with the conditions of the Brussels 

Effect is predetermined: the more stringent regulator prevails. To sum up, the Brussels Effect 

stems from these different drivers of policy convergence – coercion, learning, market access, 

and emulation i.e., normative desirability. This becomes evident by looking at the context and 

conditions of the EU’s external influence which will be analyzed in the following.  

 

3. Context and dimensions of the EU’s external influence  
 

Bendiek and Stuerzer argue that the Brussels Effect has an internal as well as an external 

dimension. The analysis of these two dimensions is important to put the global regulatory 

power of the EU into a broader context. Moreover, it aids in analyzing the motivations for 

“exporting” EU standards and shaping the digital sphere globally.  

 

a) Internal dimension  
 

To understand the origins of the EU’s unilateral regulatory power, one has to analyze its 

“regulatory DNA”, i.e., relevant actors and domestic (historical) processes that drove such a 

development.  

 

(1) Relevant institutional structure  
 

Relevant institutions for law- and decision-making in the EU are on the one hand the three 

intergovernmental or supranational EU institutions of the Council of the European Union 

(Council), the European Parliament (EP), and the European Commission (Commission), and on 

the other hand national parliaments of the member states, as well as the European Court of 

Justice (ECJ) for the interpretation and enforcement of regulations (Horspool/Humphreys 

2010, 39-70). The Council and the EP are co-legislators. The Council is composed of national 
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governmental ministers, meeting on different “configurations”. The EP is the only directly 

elected EU organ and consists of 751 MEPs. The Commission is the executive organ of the EU 

and holds the exclusive right of initiative for legislation. It is composed of 27 Commissioners, 

one from each member state. As the “guardian of the treaties”, the Commission is ought to 

be politically independent and to defend the common interests of the European Union as a 

whole. Therefore, there is strong commitment to European integration (Hix 2006, 141). The 

Commission’s powerful position is characterized by its proactive agenda-setting, its rights to 

challenge non-complying member states before the ECJ and its right to negotiate in 

international treaties (when mandated by the legislators). Particularly in the field of exclusive 

competencies of the EU, the Council has equipped the Commission with regulatory powers. 

An evident example is the field of competition law. The Commission initiates and drafts 

regulations (Bradford 2019, 15). Via regulation, it can expand its competencies (Majone 1996, 

61,64). Giandomenico Majone observed that the Commission has built an “empire of laws and 

regulations even though it lacks budgetary means of traditional budgetary powers of states” 

(e.g., tax allocation) (1996, 64). Lastly, the ECJ and its case law play a crucial role to develop 

and enforce EU legislation. The ECJ’s authoritative interpretation of critical legislative acts has 

led to the emergence of legal principles (e.g., the supremacy of EU law1 or the “direct effect”2) 

and to the extension of transferred competences (for example Art. 114 TFEU). According to 

Mark Pollack, all of these institutions have a “shared organizational preference for greater 

integration” vis-à-vis the member states (Pollack 2003, 384-385; Bradford 2019, 17). Another 

critical part of EU regulation and legislation is the role of national parliaments and jurisdiction 

which form a part of the EU’s political and legal apparatus. Many EU laws have their origins in 

member states (Vogel 2012, 244). For instance, the EU’s environmental regulations were 

influenced by German and Dutch environmental laws (Selin/ VanDeveer 2006, 10-11). 

Additionally, national parliaments have conditional control and information rights.  

 

 

 
1 ECJ - Case C-6/64, Faminio Costa v. E.N.E.L., 1964 E.C.R. 585. 
2 ECJ - Case C-26/62, Onderneming van Gend & Loos v. Neth. Inland Revenue Admin., 1963 E.C.R.3. 
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(2) The process of European integration as a driver for regulation 
 

The establishment of the single market has been the main material driver for stringent 

regulations and policy spillovers in the Union. Market integration required harmonization of 

environmental, social (or other legal) standards to guarantee a uniform regulatory 

environment within the Union. Pushing forward European integration, most regulations had 

a “dual purpose” (Bradford 2019, 10): the specific, material purpose of its regulation and the 

broader purpose of greater market integration (Damro 2012, 687). Two main instruments for 

the EU’s regulatory agenda are the principle of minimum harmonization and mutual 

recognition of national standards.3 Minimum harmonization (compared to full harmonization) 

requires EU regulations to be as limited as possible to guarantee the functioning of the single 

market while giving member states the opportunity to opt for even more stringent 

regulations. According to the mutual recognition principle, member states “must recognize 

each other’s regulation as sufficient, as long as they equally protect the public interest in 

question” (Bradford 2019, 10). Moreover, the EU has the tendency to harmonize standards 

upwards which facilitates regulatory rulemaking by assuming the standards of member states 

with more stringent rules which is crucial for the emergence of the Brussels Effect as discussed 

later. In negotiations, generally, the lowest standard is assumed when the consent of all 

members is needed. However, within decision-making in the EU, this is often not the case, for 

several reasons. Firstly, historically stringent rules in the field of consumer health and safety 

were framed to represent a counter-balancing social component to the quickly proceeding 

economic integration and liberalization (Zacker 1991, 249, 264). Secondly, the Commission 

has “found it easier to convince regulatory laggards to respond to their citizens’ demands for 

greater protections rather than trying to persuade the first movers to back down and repeal 

their domestic protections” (Bradford 2019, 11). For instance, low-regulation member states 

could be persuaded to agree to sign the Social Protocol annexed to the 1992 Maastricht Treaty 

by offering structural funds as compensation for higher costs resulting from higher social 

protection standards.4 A third technique to facilitate regulatory rulemaking by harmonizing up 

 
3ECJ - Case C-120/78, Rewe-Zentral AG v. Bundesmonopolverwaltung für Branntwein, 1979 E.C.R. 00649; 
(“Cassis de Dijon“ judgement). 
4 Treaty on European Union (Maastricht, Feb. 7, 1992), Protocol on Social Policy, 1992 O.J. (C 191) 196. 
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includes the alignment of interests through “dual purpose regulations”. For instance, claims 

for legal certainty for businesses and claims for higher social standards by civil society 

stakeholders such as NGOs can go hand in hand by (high) harmonization instead of differing 

national standards. This contributed to a “fertile ground for compromise” among different 

stakeholders (Bradford 2019, 12).  Bendiek and Stuerzer call these consensus-based and 

inclusive deliberations within the EU its “political capital” which serves as an instrument for 

their globalization by offering legal certainty and political commitment (2023, 1). Additionally, 

package deals are a tool to facilitate regulatory rulemaking and are linked to these 

compromise-finding processes. Package deals refer to the “practice of deciding on multiple 

legislative proposals together in order to harness support for them from a wide variety of 

interest groups” (Bradford 2019, 13-14). Furthermore, treaty changes regarding the voting 

system have facilitated decision-making and upward harmonization. Since the 1978 Single 

European Act there has been a continuous move towards qualified majority voting of the 

Council (requiring 55% of the votes of member states, representing a minimum of 65 % of the 

EU’s population) instead of unanimity in selected policy fields (U.K. 2004). Lastly, the 

regulatory landscape within member states is relevant. There are pro-regulation member 

states, often wealthier countries with high growth rates and competitive economies that are 

equipped with more negotiation weight. These countries often have domestic regulatory 

experience and expertise. Therefore, many technical experts that advise the Commission are 

recruited from these countries (Bradford 2019, 14). In summary, one can detect the process 

of European integration as a driver for regulation, but at the same time, the externalization of 

these regulations is reinforcing domestic political agendas. Bendiek and Stuerzer argue that 

“the Europeanisation of international standards and third parties’ regulatory policies provides 

incentives to member states to comply with and agree on European regulation” and 

consequently deepens integration further (2023, 5).  

 

b) External dimension: emerging external regulatory agenda 
 

Having been observed as an incidental by-product of internal motivations earlier, recently 

there is a more conscious external EU agenda, dating back to the establishment of the World 

Trade Organization (WTO) in 1995.  Even though most EU regulations have always served 
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intra-European integration purposes, Bradford argues that there has been an external 

positioning of the EU as a “global regulatory hegemon” (2019, 21). Reviews of Commission 

communications indicate that “the Commission is becoming more self-conscious of the need 

to externalize EU rules as well as its increased ability to do so” (Bradford 2019, 21). For 

instance, the institution announced that “[t]here is a window of opportunity to push global 

solutions forward. The EU is in a good position to take a lead, promoting its modern regulatory 

framework internationally” (Commission Staff 2007, 8). According to Bradford, the external 

motivations supplement the internal agenda of EU institutions.” (2019, 23).  Motivations for 

an external dimension of the EU’s regulatory power are versatile. Firstly, there are economic 

incentives to protect the competitiveness of the European industry (Tucker 1998, 3), 

particularly by freeing European companies from adjustment costs abroad (Bradford 2019, 

23). Secondly, externalizing the European regulatory experience can help increase the 

legitimacy of its rules (Vogel 2012, 13), leading to less conflict in international fora such as the 

WTO (Bradford 2019, 23). Thirdly, there may be ideological motivations due to the conviction 

about the normative desirability of the European governance model (Bradford 2019, 24). 

Additionally, in the last decade, the geopolitical context has been relevant. For instance, WTO 

rulings are being drowned out by rising trade competitiveness between the US and China. 

Lastly, the EU may assume the role of a global standard setter to prove its remaining relevance 

globally.  

 

4. Conditions  
 

Having analyzed the theoretical background of the EU’s regulatory power to understand the 

context of the Brussels Effect, one can now move on to its conditions. Bradford argues that 

there is a set of criteria to be met to affirm a unilateral regulatory power. Unlike previous 

theoretical frameworks suggested, market size is an important but not the only important 

condition. What distinguishes the EU, and its Brussels Effect is the combination of a large 

internal market and an “institutional architecture” (Bradford 2019, 25) that gives room for 

regulatory influence. According to Bradford’s model if a) large market size is combined with 

b) sufficient regulatory capacity to exercise authority, and if these c) stringent regulatory 

standards are being adopted and enforced by institutional structures, a jurisdiction can display 
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unilateral regulatory globalization. This is even more the case when the targets of regulation 

are d) inelastic and concern e) non-divisible conduct or production. In the following these 

general conditions will be further explained, narrowing them down to the specific context of 

the European Union. This can help explain “why the EU – and not, for example, the United 

States – wields unilateral influence across a number of policy areas” (Bradford 2019, 26).   

 

a) Market size  
 

The first relevant factor is the market size. The larger a market, the bigger its economic power 

(Drezner 2005, 843).  The EU’s large important market emphasizes its affluence and outweighs 

adjustment and opportunity costs for trading partners to adapt to policies and regulations 

that come with its usage (Christen/ Meyer 2022, 14).  The European Union holds the world’s 

largest single market with free movement of goods and services (Dempsey et al. 2021, 6). 

According to Chad Damro the EU’s identity is “crucially linked to its experience with market 

integration” (2012, 682) presenting a strong bond between the single market and the EU’s 

ability to globalize its regulatory measures. Factors that enhance a jurisdiction’s market power 

include the value of access (measured in the adjustment costs associated with market entry 

such as initial setup costs or recurring compliance costs). Therefore, producers are likely to 

comply with the stringent rules of a jurisdiction comparing adjustment costs to the advantages 

of market entry (Young 2003, 457, 459). With a gross domestic product (GDP) of $ 16,6 trillion 

in 2022 (IMF 2022), the EU is the third largest economy in the world (in nominal terms), 

accounting for 1/6 of global trade (Rao 2023). While the US, Chinese, and Japanese markets 

compete with the European market in terms of market power, the EU outstands with its 

significant consumer market. Bradford argues that the European consumer market is bigger 

compared to the U.S. consumer market, and more affluent than the (size-wise larger) Chinese 

consumer market. Even though these dynamics may change with the fast emergence of the 

Indian and Chinese economies, with increasing purchasing powers of consumers, for now, 

most firms do not have many incentives to abandon the European market (Bradford 2019, 

28). Additionally, as Bradford argues, the value of access to the EU’s single market has been 

growing due to its Enlargement and Neighbourhood Policies. The market benefitted from a 

higher integration as new countries entered the Union as well as due to the association 
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agreements within the context of the European Neighbourhood Policy (Bradford 2019, 28). 

Looking at export markets, countries such as India, the United States, and secondarily China 

or Brazil are important trading partners. For instance,  87 % of the US export of pharmaceutical 

products, 45% of textiles produced in India,  40 % of toys produced in China, and 51 % of coffee 

produced in Brazil go to European consumers (Bradford 2019, 29).  

However, the limits of the Brussels Effect in terms of market size lay in the availability and 

attractiveness of alternative markets. Bradford gives the example of hazardous waste 

management in the EU. “Illegal transfers of hazardous waste remain common as producers 

have considerable incentives to evade costly regulations by finding jurisdictions that do not 

enforce waste management standards” (2019, 30). Accordingly, externalization of regulatory 

power is easier to accomplish by preventing imports to the own market instead of when 

policies that limit exports to third countries are at stake (O’Neill 2004, 156-58). To conclude 

the condition of market size is crucial as the allowance or denial of market entry represents 

an effective leverage of the EU to enforce compliance with its rules.  

 

b) Regulatory capacity  
 

Secondly, one has to analyze the regulatory capacity. As opposed to the market size, a state’s 

regulatory capacity reflects its political economy and affirmative decisions to create 

institutions, equip them with regulatory capacity, and connect market power with regulatory 

influence (Bach/ Newman 2007, 827). According to Bradford, regulatory capacity refers to “a 

jurisdiction’s ability to promulgate and enforce regulations” (2019, 31). Necessary tools, 

therefore, are expertise and resources to obtain authority over market participants. In 

particular, the authority must have the means to impose non-compliance costs and sanctions.  

Countries which do not hold a high degree of regulatory capacity are unlikely to be able to 

externalize global regulatory authority. Bradford gives the example of China – among other 

examples of Asian economies – whose economy is growing at a very fast pace but lacks 

independent bureaucratic institutions overseeing national market rules (Kalyanpur/ Newman 

2018). As a supranational organization sui generis, the EU holds an essential benefit here 

compared to “regular state actors”: Since the adoption of the Single European Act in 1986, the 
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member states transferred major regulatory competences to the Union. Giandomenico 

Majone states that the “Europeanisation of policy making” led to an “exponential growth […] 

of the number of directives and regulations produced by the Brussels authorities each year” 

(1997, 139 f.). While the treaties foresee regulatory competences only in policy areas in which 

the member states have granted such a transfer (“principle of conferral”)5, in practice the EU 

has extended its regulatory capacity due to different institutional changes under the premise 

of deeper integration: Firstly, the development of extending and completing the single market 

had the side effect of extending the Union’s regulatory toolset (Bradford 2019, 32). Art. 288 

TEU sets out the legislative instruments. Regulations are the main tool used. These are binding 

legislative acts and must be applied in their entirety in the member states as opposed to 

directives that only set a goal and give member states leverage to transform the legal content 

into their national law or non-legislative or non-binding acts such as decisions, 

recommendations, or opinions.  Secondly, the powers and administrative means of the 

Commission, the Council, and the EP, which are the key actors in EU policymaking have been 

extended exponentially in the last decades. Moreover, the EU has a double-track regulatory 

apparatus: its own bureaucratic force for regulation within the three key institutions on the 

one hand and the ability (and obligation) to delegate enforcement of its regulation to the 

member states (Bradford 2019, 32, 33). Here, particularly the role of the Commission and EP 

are essential. The nature of the Commission as a supranational institution affects the 

objectivity and motivations of its staff. Its administrative apparatus “revolve[s] around a 

teleological vision of the EU, one that sees deeper integration as the means of achieving 

broader political goals” (Ellinas/ Suleiman 2011, 924, 941). The expertise of the Commission is 

complemented by European regulatory agencies (ERAs) which provide “additional expertise, 

personnel and information” (…) under the Commission’s patronage and leadership” (Peterson 

2015, 185). Additionally, the Commission holds monitoring and sanctioning instruments such 

as imposing fines in the case of infringement proceedings in competition law.6 As an ultima 

ratio, the Commission can deny access to the EU market in the form of (temporary) bans 

 
5 Art. 5 Treaty on the European Union (TEU). 
6 Article 23(1) of Council Regulation (EC) No. 1/2003 of 16 December 2002 on the implementation of the rules 
on competition laid down in Art. 81 and 82 of the Treaty.  
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(Bradford 2019, 34).7 Furthermore, the gradual empowerment of the EP and more specifically, 

the introduction of the co-decision procedure as a default mode of legislation, has helped 

strengthening the legitimation of EU decision-making. Since the Lisbon Treaty, the directly 

elected Parliament acts as a supporting decision-making institution to the Council.  Serving 

the interests of its voters, the EU citizens, the EP “is known for its pro-regulation stance, 

typically supporting enhanced environmental regulation and consumer protection” (Bradford 

2019, 35). All in all, one can observe a growth in the EU’s regulatory competences which was 

further pushed forward by the above-mentioned changes linked to progressing market 

integration. Lastly, the ECJ’s role as an “activist court” (Kelemen/ Schmidt 2012, 19) has 

contributed to the extension of the EU’s regulatory powers.  

 

c) Inelastic targets   
 

Moreover, there must be inelastic targets. Immobile (and thus inelastic) targets are more 

stable towards market forces as opposed to mobile targets. For instance, looking at consumer 

markets, the fixed location of the consumers within the EU determines the application of EU 

regulations to a product. Therefore, producers cannot switch to an alternative market with 

favorable regulations without losing access to the regulated market. This makes the producer 

inelastic or immobile (Bradford 2019, 48). On the contrary, mobile targets, such as capital, can 

be easily transferred to another jurisdiction to avoid falling under the scope of a regulated 

market. Elasticity is a characteristic in the fields of corporate law and maritime law (Bradford 

2019, 49).  

Most EU regulations, particularly in the environmental field or in competition law are 

constructed in a way that makes them inelastic so that authorities do not have to fear their 

“regulatory targets” (Bradford 2019,49) to be able to circumvent regulation; “[An] inelastic 

consumer market allows the EU to regulate up to the point where the regulatory burden is 

less than the significantly higher cost of exiting the European consumer market entirely.” 

(Bradford 2019, 51). Looking at the difficulties regarding the elasticity of capital, the 

 
7 Art. 6 of the Regulation (EU) 2019/ 515 of the European Parliament and of the Council of 19 March 2019 on 
the mutual recognition of goods lawfully marketed in another Member State and repealing Regulation (EC) NO. 
764/2008. 
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Commission has in the past (so far unfruitfully) proposed major corporate tax reforms, 

particularly in the digital sphere (“digital tax”) (Khan 2018). These considerations go hand in 

hand with discussions about regulatory races and “forum shopping”. Weighing the benefits 

and risks of economic globalization, in many regulatory fields one can observe a “race to the 

top” instead of the often proclaimed “race to the bottom” (empirically observed in the field 

of mobile capital) (Vogel/ Kagan 2004, 13). The focus on inelastic targets also gives ground to 

why a “Washington Effect” (i.e., a process of unilateral regulatory globalization caused by the 

U.S.) is less likely than the observed Brussels Effect. This is due to the choice of the United 

States to regulate elastic targets (particularly in the financial sector) (Bradford 2019, 53). For 

these reasons, a Brussels Effect is more effective on inelastic targets (Christen/ Meyer 2022).  

 

d) Stringent regulations 
 

A potential regulatory capacity must be backed up by political motivations to deploy 

regulatory influence by imposing stringent regulations. Guasch and Hahn have found that 

“domestic preference for stringent regulation is more likely to be found in countries with 

higher levels of income” (1999, 137 f.). Countries with higher economic growth can more 

easily afford the costs of stringent rules. However, among highly developed countries, one can 

detect different trends and narratives in the regulative field. Bradford conceptualizes four 

main (general) reasons for the EU’s “pursuit of distinctly stringent rules” (2019, 39).  

Firstly, there has been a shift in citizens’ perceptions since the 1990s. By the end of the 1980s, 

the European Union had passed the regulatory activity of the United States in the field of 

consumer and environmental protection. Europeans demanded more regulation, stressing 

that the “health, safety, and environmental risks” caused by businesses are “politically 

unacceptable” (Vogel 2012, 22-42; Bradford 2019, 37). The (at that time) newly developing 

“precautionary risk culture” (2019, 38) was triggered by a set of events such as discussions 

about radioactive waste following the Chernobyl nuclear disaster or the intoxication of the 

Rhine River in Germany by a chemical spill in 1986 (Vogel 2012, 22-42). Secondly, regulation 

was an essential part of pushing forward European Integration and the completion of the 

Single Market by the early 1990s, causing spillovers to new policy areas such as environment 

and social policy. Moreover, the reform of EU polities (e.g., extension of qualified majority 
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voting) made law- and policymaking more effective. This broader integration agenda was 

therefore underpinned by an agenda to realize stringent regulations (Bradford 2019, 39). 

Thirdly, ideology plays an important role in the EU’s overall predisposition to promote 

stringent rules. Looking at the “traditional” market – government dichotomy, Europeans are 

found to be in favor of government intervention to outweigh market failure (Smith 2012). 

Particularly compared to U.S.-American capitalism, the European economic system is marked 

by its social market economy and welfare policies. Furthermore, in the last decades, the aspect 

of sustainable development was added to the agenda. These socio-economic characteristics 

are fundamental parts of European values, enshrined in the Treaties of the Union. Bradford 

argues that the single market is backed up by this “regulatory philosophy” (Bradford 2019, 

39), leading to today’s levels of regulatory activism. The pro-regulation agenda was influenced 

by its most influential and historically important member states, such as France and Germany. 

Both countries are historically associated with state interventions in economic governance. 

The social market economy was developed in Germany in the 1950s (Clift 2012, 565). Similar 

socioeconomic policies and welfare systems can be observed in Nordic countries and in the 

Netherlands. Additionally, the relatively strong role of the government also characterized and 

still characterizes post-communist EU member states (Lane 2007, 470). Most European 

countries (for different historic reasons) prefer features of a “coordinated market economy” 

instead of a “liberal market economy”8 (Pistor 2005). To sum up, one can observe a consensus 

in social protection responsibilities within the EU (Bradford 2019, 41). Lastly, Bradford gives 

the procedural argument of the “relative importance of public regulation over private 

litigation and lower threshold for intervention by regulators in cases of uncertainty” for the 

pursuit of stringent rules. She argues that the EU’s use of regulatory instruments stems from 

the preference for ex-ante government regulation instead of ex-post private litigation 

(Bradford 2019, 41). As an American scholar, Bradford draws this conclusion as a contrast with 

rulemaking in the U.S. Unlike the focus on private litigation that can be observed in the U.S.-

American legal system, the EU’s administrative system relies more on stringent regulatory 

standards to minimize risks. This is evident in the Union’s institutional structure as well. 

 
8 Treaty of Lisbon Amending the Treaty on European Union and the Treaty Establishing the European 
Community, Dec. 13, 2007, 2007 O.J. (C306), Art. 1(4). 
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Compared to a traditional national court’s limited scientific expertise, the pro-active European 

Commission consists of specialized Directorate Generals. Holding the right for initiative of new 

regulations, the Commission turned into a technocratic agency that holds expertise in 

different policy areas and thus is able to prepare ex-ante regulations. This choice between 

private tort law and public regulation anticipates a broader systematic legal differentiation 

between the common law legal system and continental European legal systems. Apart from 

these legal differences, there is also a general “precautionary attitude” (Bradford 2019, 43) in 

the EU which gives regulators more room to exercise preventive control before harm occurs. 

Nevertheless, the ECJ’s activism should not be underestimated, particularly in the field of 

consumer protection and data protection (Bradford 2019, 43). Another process-driven reason 

for the EU’s stringent regulations concerns the role of cost-benefit analysis (CBA) and 

precaution according to Bradford. Like many other jurisdictions, the EU analyses the costs and 

benefits of regulatory action before creating legislative proposals9. This EU CBA is more holistic 

and flexible compared to CBA in other jurisdictions such as the U.S., giving more space for 

regulators to intervene. Moreover, there is an EU-wide adoption of the “precautionary 

principle”, dictating that “precautionary regulatory action is proper even in the absence of an 

absolute, quantifiable certainty of the risk, as long as there are reasonable grounds for 

concern that the potentially dangerous effects may be inconsistent with the chosen level of 

protection” (Harrell 2012). Originating from German environmental policy, this principle was 

first set up in the Maastricht treaty. In the decades ahead, the principle emerged as a key 

component of the EU’s regulatory activism. Additionally, the ECJ has incorporated the 

principle into the “general principles” of EU law.10 Nevertheless, these stringent regulations 

are not evident in every policy field of the Union. There are several policy areas where 

harmonization had failed for different internal political reasons. One of the main issues here 

is the question of corporate tax harmonization (12,5 % in Ireland vs. almost 30% in Germany) 

(Castle 2011; Statista 2021). Another limit for the EU’s global regulatory power is instances 

where other states have even higher standards than the EU, e.g., in subfields of consumer 

protection and food safety.  

 
9 Communication from the Commission on Impact Assessment, COM (2022), 276 final (June 5, 2002).  
10 Joined Cases T-74, T-76, T-83, T-84, T-85, T-132, T-137, T-141/00, Artegodan GmbH v. Commission 2002 
E.C.R. II-4948.  
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e) Non-divisibility    
 

Lastly, a Brussels Effect requires non-divisibility. In fact, for a stringent standard to be 

globalized, corporations must have the incentive to opt-in to extend the regulatory condition 

to their global operations. There needs to be an active decision on complying with the new 

standard. The probability of doing so increases when non-divisibility can be guaranteed. “Non-

divisibility refers to the practice of standardizing – as opposed to customizing – production or 

business practices across jurisdictions and hence applying a uniform standard to govern the 

corporation’s global conduct.” (Bradford 2019, 54). In economic terms, this applies particularly 

when scale economies can maintain a given production process instead of having to diversify 

production processes (Drezner 2005, 844-845). When producers do not adjust their 

production for every single market they are serving, this leads to a limitation of product 

variety. Developing from this analogy of a “tyranny of the market” (Waldfogel 2007), Bradford 

argues that with the Brussels Effect, “it is the duality of both the market and the government 

that gives rise to uniform production” (2019, 55) as many producers solely offer the “EU-

variant” of their product globally (2019, 55). This serves as an additional argument for why 

producers are complying with the most stringent regulations. Bradford further distinguishes 

between three varieties of non-divisibility: legal, technical, and economic non-divisibility 

(2019, 55).  

Legal non-divisibility refers to legal conditionality as a driver of uniform standards, in the form 

of spill over effects from the more stringent jurisdictions to other jurisdictions. Accordingly, 

due to interdependencies between international regulations, companies opt to standardize 

their global business operations to avoid costs of differing legal liability costs. Examples can 

be found in the fields of competition law and price fixing (Bradford 2019, 57). Technical non-

divisibility refers to the technological difficulty to spread production or service across different 

markets. This type of non-divisibility is highly significant in the field of data protection. Another 

example given by Bradford includes the EU’s regulations of food safety, more specifically the 

use of pesticides in the farming industry. Producers in the farming industry are less likely to 

use certain EU-banned pesticides on their fields where non-EU market-targeted crops are also 

yielded due to the technical difficulty to prevent cross-pollination. There is always a remaining 
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risk that pesticides used in one field have an influence on crops in neighboring fields (that have 

to conform with EU regulations). This led to a standardized production process in large parts 

of the farming industry (Bradford 2019, 58). Lastly, economic non-divisibility refers to the fact 

that companies tend to refrain from producing different product varieties for different 

markets due to economic pressures for standardization. The first one entails the “importance 

of scale economies associated with uniform production” (Bradford 2019, 58). According to 

Bradford, this type of non-divisibility is the most prevalent one for the relevance of global 

standards. Examples include EU chemical regulations and industries relying on highly 

integrated global supply chains (2019, 59). Economies of scale by standardization decrease 

unit and consequently production costs (Levitt 1983, 39-49).  In fact, this aspect of economic 

non-divisibility in the context of economies of scale was used to demonstrate the “California 

Effect”. Economies of scale bear numerous advantages apart from cost advantages of 

production, such as quality control and adjusting to changing market conditions (Bradford 

2019, 61). Apart from scale advantages, single standards also contribute to the establishment 

of a global brand and image (Vogel 2012, 16). For instance, companies that take advantage of 

low standards on environmental practices or child labor in foreign jurisdictions risk their image 

in jurisdictions with more stringent standards due to increasing consumer awareness and 

activism (Bradford 2019, 62). Despite these considerations, most economic conduct remains 

divisible and therefore composes limits of the Brussels Effect, i.e., unilateral globalization of 

an EU regulatory standard. This is the case when the costs of product diversification are 

proportionate and local preference customization is needed or wanted. Examples include 

products and services which are subject to Intellectual Property Laws (e.g., patent protections) 

or when national differences such as languages are concerned (e.g., distribution of books and 

magazines) (Bradford 2019, 62). Additionally, consumer preferences, e.g., the change of sugar 

levels of certain products from market to market may hinder non-divisibility (Schwartz 2015).  

To conclude, a unilateral externalization of standards by a single jurisdiction requires a “large 

domestic market, sufficient regulatory capacity, a preference for stringent standards, 

tendency to regulate inelastic targets, and non-divisibility of production” (Bradford 2019, 63). 

Nevertheless, the importance of these specific conditions may vary from policy area to policy 

area. Particularly the first three conditions are discussed as being crucial in literature. Bradford 
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argues that these conditions are generic and can help explain any jurisdictions’ unilateral 

standard-setting power such as a “Washington Effect” or the “Beijing Effect” if the conditions 

were to be affirmed. However – of course – they are as relevant when describing the Brussels 

Effect and the EU’s regulatory power on a global scale (2019, 64).  

 
5. Demarcation of the Brussels Effect from the California and Beijing Effects 
 

In order to grasp the importance of the Brussels Effect and to explain the impact of the EU’s 

regulatory power, it can be helpful to demarcate it from potential influences of other actors 

in the global regulatory landscape, for instance in the sense of a “California” or “Beijing Effect”. 

This demarcation gets particularly relevant in the field of digital policy as will be explained at 

a later point. All the mentioned jurisdictions can “influence actors beyond their borders by 

setting regulatory standards” (Bendiek/ Stuerzer 2023, 18). The main political weight of the 

Brussels Effect comes from the idea that private companies will design their terms of business 

in compliance with European standards and lobby foreign governments to adopt legislation 

convergence with EU law for legal certainty, all to guarantee market access in Europe. In 

comparison to that, the California Effect (which served Bradford as a theoretical predecessor) 

explains the importance of the market size of the state of California which has the biggest GDP 

in the U.S. Bradford transfers this effect on a global level by looking at the EU. She argues that 

the Brussels Effect is broader in reach as Californian law still has to be consistent with U.S. 

federal law while the EU, as an organization sui generis has a specific legal character. Bendiek 

and Stuerzer further evaluate that the Brussels Effect has even more leverage due to 

enhanced political credibility resulting from intensive domestic debate and compromise in the 

European Governance system (2023, 12).  On a federal level, in the context of a “Washington 

Effect”, as discussed above, regulatory activity and interest are limited to specific policy fields 

and mobile targets. Looking at the (purported) Beijing Effect, Matthew Erie and Thomas 

Streinz argue that China’s growing global influence beyond its border can be explained by a 

“combination of push and pull factors” (2020). It is particularly linked to data governance and 

technological services. The scholars give empirical evidence for China’s rising influence in 

developing economies due to provisions of technological know-how and equipment which can 

build a basis for a potential “Beijing Effect”. The essential difference here is that the Brussels 
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Effect is mainly addressed towards national economies that are bigger than the European one 

while China’s influence is currently directed towards developing countries. Moreover, scholars 

argue that the Beijing effect only serves as an economic benefit while the Brussels Effect has 

a “liberal” component. This is debatable, however, particularly in the field of digital policy and 

data economy. Moreover, the Chinese legislative process is less transparent and there is less 

legal certainty as Chinese National Intelligence Laws can be adopted or amended quickly 

(Bendiek/ Stuerzer 2023, 18). These considerations make it less likely for a Beijing or California 

Effect to occur in the near future, giving at the same time more weight to the relevance of a 

Brussels Effect.  

 

6. Conclusion  
 

The EU’s internal and external regulatory capacity, stringent regulations, and large and 

affluent consumer market size are fundamental preconditions that push forward the 

European Union’s regulatory power. Combined with inelastic regulation targets and non-

divisibility in certain policy fields, the EU can unilaterally set global standards and has a 

regulatory advantage compared to other global players such as the U.S. or China. This effect 

is backed up internally by the EU’s institutional structure and its domestic drivers for 

regulation which create a favorable environment for regulatory activity. Externally, the EU is 

developing an emerging outward agenda which gives more leverage to a Brussels Effect. Not 

only market access and coercion but also learning and perceptions of normative desirability 

are crucial for the Brussels Effect. After having set this theoretical framework, the analysis will 

now continue with the particular field of digital policy. After a short introduction to the EU’s 

approach to digital policy (including the relevant legislation and regulatory tools), the 

conditions of the Brussels Effect will be applied to the GDPR. The learnings from this analysis 

will be connected to another essential field of digital policy, AI regulation.   
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III. The EU’s regulatory approach in the digital sphere 
 
The assessment of the influence of the EU in the digital sphere calls for an anticipated analysis 

of its regulatory approach and common digital policy. Linkov et al. define digitalization as the 

enhanced interconnection of digital technologies to improve communication services and 

trade between people, organizations, and things (2018, 440). Digitalization precedes the 

technical process of “converting [analogue] information streams to digital bits” (Brennen et 

al. 2016, 3; Ritter et al. 2020, 180-190; Bednarcikova/ Repiska 2021, 2). It consists of the 

application of digital technological innovations into pre-existing systems (Fielke et al. 2020, 

180). Digital transformation refers to the “unprecedented impact on society, industry, 

organizations stimulated by advances in digital technologies” (Feroz et al. 2021, 1530). 

Regulators such as the EU aim to legally frame the field of digital transformation to assess risks 

and vitalize potentials as effectively as possible. Digitalization trickles down to almost all 

dimensions of societal and economic life. Therefore, the field of digital policy aims to regulate 

technological infrastructure and digital content on the one hand and the socio-political, 

ecological, and economic spheres that are being significantly shaped and evolved by 

digitalization on the other hand (e.g., health sector, labor markets) (Reiners 2021, 267). 

Moreover, one can observe in the broader, global political-economic sphere, a market 

dominance of global tech companies that hold tremendous power, exceeding their economic 

nature. For instance, platform operators such as Meta have been found to facilitate the 

manipulation of political elections or give momentum to crimes due to their accumulation of 

big data and a high number of users. Examples are the Cambridge Analytica Scandal and the 

Livestream of the Christchurch Massacre in New Zealand (Bradford 2019, 132). While digital 

regulation also advances in U.S. states like California or Illinois, or in several Asian countries, 

the Union has proven leadership in specific areas (Dempsey 2022). Endeavours to regulate the 

digital sphere were intensified in the 2010s. In a first intensive phase of development between 

2015 and 2017 the Commission followed the example of proactive member states such as 

Estonia and pushed forward the idea of a Digital Single Market, e.g., by creating investment 

and innovation-friendly environments on the one hand and safeguarding a consumers’ rights 

perspective on the other. This two-pronged approach is a characteristic of the European 

political system. Between 2017 and 2020 the digital agenda was equipped with a foreign and 
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security policy dimension looking at data traffic with third states, cybersecurity, and actions 

against disinformation. Pre-existing legislation was dynamized and framed into societal 

contexts (Reiners 2021, 269 – 272). The endeavors peaked in the current Ursula von-der-

Leyen-led Commission that introduced a “Europe fit for the digital age” as one of its six 

headline priorities for its strategic agenda.11 In March 2021 the European Commission 

officially presented the “2030 Digital Compass: The European way for the Digital Decade”, a 

strategic policy program to reach numerous digital objectives by 2030. The ”Digital Decade” 

includes the EU’s visions for 2030 “to empower citizens and businesses through digital 

transformation”.12 The focus of activity is set upon strengthening the EU in crucial digital 

spheres (such as artificial intelligence or cyber security) through investments and by setting 

standards with global exemplary effect (Reiners 2021, 272). The Digital Decade is strongly 

linked to other strategic priorities such as the European Green Deal. Generally, different policy 

areas are affected by the digital agenda (Reiners 2021, 269).  In its 2020 Communication, the 

European Commission announced three over-arching objectives “to ensure that digital 

solutions help Europe to pursue its own way towards a digital transformation that works for 

the benefit of people” and that respects EU values: 1) a technology that works for people, 2) 

a fair and competitive economy and 3) an open, democratic and sustainable society. According 

to the Commission “[for] Europe to truly influence the way in which digital solutions are 

developed and used on a global scale, it needs to be a strong, independent, and purposeful 

digital player in its own right. In order to achieve this, a clear framework that promotes 

trustworthy, digitally enabled interactions across society, for people as well as for businesses, 

is needed” (European Commission 2020, 3). Generally, the EU’s regulatory activity in the 

digital sphere shows geopolitical, economical, societal, and ecological dimensions. However, 

the concept of “digital sovereignty” and a “human-centric approach” are framed as being the 

leitmotifs by the relevant institutions and actors. In the following, it will be illustrated what 

the EU aims at with a human-centric approach to digitalization, how it is connected to the 

concept of “digital sovereignty” and what kind of tools the EU has, to execute the regulatory 

power in the digital sphere, potentially via a Brussels Effect.   

 
11 Ursula von der Leyen: A Union that strives for more. My agenda for Europe, 16 July 2019 
12 Decision (EU) 2022/2481 of the European Parliament and of the Council of 14 December 2022 establishing 
the Digital Decade Policy Programme 2030 (1)  
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1. A human-centric approach: The Third Way of Digitalization  
 
Authorities have introduced the self-image of a European, “third” way of digitalization and 

digital governance. The European approach aims to ensure the computability of digitalization 

with the European Union’s values of human dignity, freedom, democracy, equality, rule of 

law, and human rights. Digital governance is aimed to be based on technological sovereignty 

as a tool to achieve a sustainable and competitive European economy and an open and 

democratic society (Reiners 2021).  

The EU’s “third way” digital governance represents an alternative to the strategic rivalry 

between the Chinese and the U.S.-American (or more broadly Anglo-Saxon) models of digital 

governance. The EU High Representative Joseph Borrell has called the link between market 

power and digital policy design in the context of technological supremacy a “battle of 

narratives” where the Union must maintain her own values and pathway.13 The two 

geopolitical superpowers’ system rivalry is taking new dimensions and bringing along crucial 

changes of dynamism in the international system (see for instance, Demarais 2022). 

Therefore, particularly since 2017 the techno-political landscape in the digital sphere is shaped 

- on the one hand - by China’s authoritarian state surveillance model, characterized by 

technological “industrial policy’”, protectionism, issues of intellectual property theft, digital 

repression, and strategic foreign direct investments. On the other hand, the U.S. is competing 

with its commercial/ capitalist model characterized by free markets, liberalism, and global 

tech giants (Barker 2021; Reiners 2021). EU-U. S. disagreements on trade and technological 

sovereignty under the Trump administration have shown weaknesses of the transatlantic 

bond. Moreover, the case of Edward Snowden and scandals such as Cambridge Analytica have 

diminished public support and trust in the U.S. narrative of digital capitalism among Europeans 

(Barker 2021). On a global scale, the role of technologies and narratives of digital 

transformation as ideological influencers for exporting governance models has increased. A 

vivid example is the export of high-tech mass surveillance technology by China to authoritarian 

regimes (Barker 2021; Frantz et al. 2020, 3). The EU’s “third way” emphasizes a geopolitical 

 
13 High Representative Josep Borrell at EU Ambassadors Annual Conference 2022: Opening speech. 
https://www.eeas.europa.eu/eeas/eu-ambassadors-annual-conference-2022-opening-speech-high-
representative-josep-borrell_en (accessed 9 June 2023).  
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framing of digital transformation and accordingly, a strategic agenda for the EU to leverage its 

regulatory powers in digital policy. The main goal is seen in steering the “megatrend” 

digitalization toward a sustainable transformation (Reiners 2021, 286). Moreover, it is 

essential to secure the trust of the public towards new technologies and the government or 

the EU’s capabilities to effectively intervene and guarantee legal certainty for economic 

development (Bendiek/ Berlich et al. 2015, 1). In addition to that, the size of the digital 

economy as well as the geopolitical effects emphasize the need for a common European 

approach instead of member states acting on a national level. To further understand the 

motivations of EU policymakers, one has to consider the perception of the digital world in the 

European Union. Pfeiffer and Carr observe that the digital narrative within the EU is 

“dominated by concerns about […] security and that of their personal data” (2021, 6). Charles 

Michel, President of the European Council, emphasized this narrative at the 2021 Master of 

Digital Event by presenting observations of “abuse of personal data”, and “over-exploitation 

of data by companies in pursuit of profit” or by states for the purposes of surveillance. He 

stresses that European “[c]itizens will not accept to be transformed into objects, to see their 

personal and consumption choices guided by secret algorithms”. These concerns give a hint 

about the risk-averse and pro-regulation approach of the EU. This regulatory environment has 

been further pushed forward by disagreements on data protection within the EU’s 

transatlantic partnership (Carr/ Pfeiffer 2021, 13). Official Commission documents prove the 

external dimension of the EU’s regulatory activity in the digital sphere. In its 2020 

Communication, the Commission emphasizes that “[the] European model has proven to be an 

inspiration for many other partners around the world as they seek to address policy 

challenges, and this should be no different when it comes to digital. In geopolitical terms, the 

EU should take leverage of its regulatory power, reinforce industrial and technological 

capabilities, diplomatic strengths, and external financial instruments to advance the European 

approach and shape global interactions.” (European Commission 2020, 13). To conclude, the 

EU justifies its “third way” of digital governance by emphasizing that it has its own values to 

defend globally, particularly looking at the general pro-consumer, pro-regulation attitudes.
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2. Digital sovereignty  
 

A second leitmotif that is frequently recited in strategic documents and speeches of the 

Commission in the framework of the digital decade is the idea of “technological” or “digital” 

sovereignty (Bendiek/ Stuerzer 2023, 4). Generally, two main understandings of the concept 

of “digital sovereignty” are eminent: digital sovereignty as regulatory power vs. digital 

sovereignty understood as strategic autonomy. Bendiek and Stuerzer argue that “the key tool 

for European re-sovereignisation is Europe’s regulatory power based on its norms and values.” 

(2022, 3). This is closely linked to the Brussels Effect which will be assessed in the context of 

digital policy and the GDPR in the next chapter. While critical voices emphasize the 

“misplacement” of the word sovereignty (in its traditional meaning and concept by the 

political scientist Carl Schmitt) within an EU context (Christakis 2020, 1), the concept as 

understood in the framework of regulatory activity and policy convergence seems coherent 

with the general framing of the EU’s role in the digital sphere. However, looking at the latter 

understanding or dimension of digital sovereignty as strategic autonomy, i.e., the “ability to 

act independently in the digital world” (Madiega 2020) the situation is more ambivalent. It is 

discussed that the dependencies on U.S.-American or Asian hard- and software producers and 

global value chains impose limits to the possible digital sovereignty (in the sense of strategic 

autonomy) of the EU (Baker 2021; Bendiek/ Stuerzer 2023, 4). On a global economic scale, the 

European Union is perceived as a “powerless spectator” (Christakis 2020, 16) compared to the 

U.S. or China. Nevertheless, the concept of “European strategic autonomy” has become a 

“buzzword” (Järvenpää et al. 2019; Christakis 2020, 40) in digital policy.  According to 

Christakis, the “quest for strategic autonomy” is based on geopolitical concerns, technological 

dependencies (e.g., in the microprocessors sector), and the COVID 19-pandemic (2020, 41). 

These concerns have raised vulnerabilities in supply chains (Barker 2021). Therefore, the 

Commission is working on investment plans in the fields of quantum computing, microchips, 

cloud computing, cybersecurity, and artificial intelligence. Considerations of digital 

sovereignty can also lead to unjustified protectionist measures (see e.g., debates on data 

localization; Christakis 2020, 99). Balancing the degree of the quest for strategic autonomy is 

highly disputed and has the potential to disrupt or weaken the EU’s regulatory power that is 

based on considerations of normative desirability (Christakis 2020, 38). On the bigger picture, 
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the two understandings are often presented as being conflicting. Common criticism such as 

“Europe has missed the boat on building giant internet platforms” (Kelly 2020) or “referees 

don’t win” (Wolff 2020; Christakis 2020, 36) are justified in the sense that regulation alone will 

not lead to global leadership. Nevertheless, scholars argue that in the digital sphere, one can 

observe a “titanic struggle for regulatory dominance” looking at the discussion on the 

importance of international standard-setting (Sandbu 2020; Gross/Murgia/Yang 2019). The 

EU’s regulatory legacy and leadership thus equip it with a competitive advantage if the 

Brussels Effect proves to impact. In conclusion, both dimensions of digital sovereignty are 

essential to sustain the EU’s regulatory supremacy (Christakis 2020, 38). 

3. Main tools and legislation  
 
Keeping the above-explained leitmotifs and narratives in mind, one can analyze the set of tools 

that the EU has built up to transform the digital regulatory landscape and to push forwards its 

digital policy (Christakis 2020, 17).  Firstly, there are numerous hard rules in the form of 

regulations and directives (Table 1 below).  These go from provisions on cybersecurity to data 

protection to the regulation of hardware. Most legislation is initiated and enacted on the basis 

of the Digital Single Market Strategy (2015), falling under the shared competences to regulate 

the Single Market14, competition law which is an exclusive competence of the Union15 or 

under the Charta of Fundamental Rights (data protection)16. The focus will be laid on the 

GDPR, the Digital Services Act and Digital Markets Act and the proposed AI Act. Even though 

there are other important legislative works in the field of digital governance, these three 

legislative acts particularly represent “a seismic shift in how the EU regards digital policy, 

moving from voluntary codes to legally binding regulatory structures to ensure more 

accountability, transparency and responsible behaviour from market participants” (Dempsey 

et al. 2022). The legal basis for the EU’s regulatory activity is Art. 8 of the Charter of 

Fundamental Rights of the EU and Art. 114 TFEU for the AI Act and DSA/DMA in the framework 

of the digital market strategy.17  

 
14 Art. 4 (2) TFEU. 
15 Art. 3 (1) TFEU. 
16 Art. 8 Charter of Fundamental Rights of the European Union, Art. 2 TEU. 
17 EU AI Act Explanatory Memorandum Art. 2 https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=celex%3A52021PC0206. 
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Table 1: Overview of recent proposed or passed EU legislation in the digital sphere 

 

a)  GDPR  
 

The General Data Protection Regulation of 201618 (GDPR) entered into force in May 2018 and 

replaced the 1995 Data Protection Directive.19 Starting with the history of EU data protection 

on a broader level, the first step to elevate data protection governance was the status change 

of privacy rights to a fundamental right in the 2009 Lisbon Treaty. Building on the Lisbon 

Treaty, the EU Charter of Fundamental Rights further consolidated the right to privacy, 

including the right to the protection of personal data.20 On the basis of this data protection on 

the “constitutional” level, the GDPR regulates principles of fair and secure data processing and 

collection, limitations of quantity and purpose of data collection as well as limits of data 

storage.21 Moreover, the GDPR legally consolidates further obligations such as the “right to be 

 
18 Regulation 2016/679, of the European Parliament and of the Council on the Protection of Natural Persons 
with regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing 
Directive 95/EC, 2016 O.J. (L 119) 1. 
19 Council Directive 95/46, On the Protection of Individuals with Regard to the Processing of Personal Data, 
1995 O.J. (L 281) 31.  
20 Charter of Fundamental Rights of the European Union, arts. 7-8, Dec. 12, 2007, 2007 O.J. (C 303) 1.  
21 GDPR Art. 5 (1) (a)-(f). 

Source: Christen/ M
eyer (2022, 51) 



 29 

forgotten” and “privacy by design”. The first enables data subjects to ask for the erasure of 

data and the latter requires manufacturers to design their products and services in a way that 

respects GDPR obligations.22 Looking at procedural effects, the GDPR requires member states 

to create independent data protection authorities, working together with a European Data 

Protection Board.23 Additionally, it introduces a sanctioning system consisting of 

administrative fines up to € 20 million or up to 4 % of the company’s total worldwide annual 

turnover of the preceding financial year, whichever is higher.24 The scope of the GDPR extends 

to all companies processing, holding, or collecting personal data of persons residing in the EU, 

no matter the company’s location or the location of the data processing. As long as goods or 

services are offered to EU residents or action takes place within the EU, the GDPR will be 

applied. Lastly, the EU forbids the transfer of data from the EU to third countries if the transfer 

lacks adequate levels of protection of data privacy rights.25 This so-called adequacy decision 

is an important tool of the Commission and/or Data protection authority to restrict and 

influence the data flow to third countries. After approval, the data transfers to the third 

countries in question will be “equivalent” to Intra-EU data transfers,26 facilitating these flows. 

So far, the European Commission has granted the criterion of adequate protection to Andorra, 

Argentina, Canada, Faroe Islands, Guernsey, Israel, Isle of Man, Japan, Jersey, New Zealand, 

Republic of Korea, Switzerland, (after Brexit) the United Kingdom and Uruguay (European 

Commission n.d.). Interestingly, the U.S. has not been provided with an adequate decision due 

to lacking legislation to protect personal data and the absence of independent data protection 

authorities on a federal level. The ECJ even dismissed in 2020 the EU-U.S. Privacy Shield which 

was the EU-U.S. data transfer framework due to concerns about government surveillance and 

lacking protection mechanisms in the U.S.27  This is also an illustration of how the ECJ has been 

active in further promoting and expanding the scope of the GDPR.  

 

 
22 GDPR Art. 17, 25.  
23 GDPR Art. 51, 68. 
24 GDPR Art. 83. 
25 GDPR Art. 45.  
26 “Schrems I” – C-362/14, Maximilian Schrems v. Data Protection Commissioner, 2015 E.C.R. 650. 
27 “Schrems II case” Facebook Ireland Limited v. Data Protection Authority, C-311/18 (2020).  
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b) Digital Services Act and Digital Markets Act  
 
Another important package of legislation is the Digital Services Act (DSA) that got adopted 

together with the Digital Markets Act (DMA) in 2022. The legislative predecessor of the two 

acts was the E-Commerce Directive 2000 (“2000 Act”)28. It mainly targeted the development 

of electronic commerce, the free movement of information society services, and consumer 

trust in online commerce. Moreover, it was the first piece of EU regulation that set concrete 

principles for the liability of digital platforms for content uploaded on them (Dempsey et al. 

2022, 9). Since the 2000 Act, there have been no legislative reforms despite the massive 

changes in digital technologies and business models. The DSA and DMA were proposed in 

December 2020, claiming to amend the 2000 Act, and set more stringent standards of 

transparency and responsibility on platform service providers. The legislative package 

significantly increases platforms’ liability for content posted on them (Madiega 2021), 

particularly targeting tech giants and “gatekeepers”, i.e., “large, systematic online platforms” 

(Bendiek/ Stuerzer 2023, 11) such as Meta or Amazon. The DSA imposes new information, 

transparency, and hate speech or illegal contents moderation obligations to those firms while 

the DMA regulates the protection of small and medium-sized enterprises (SMEs) and requires 

gatekeepers to allow commercial users access to data they generate on the platforms at stake 

(Dempsey et al. 2022, 9-12).  

 

c) EU AIA  
 
The European Union is one of the first jurisdictions to create a regulatory framework for 

artificial intelligence (AI) systems. Artificial intelligence systems are “machine-based system[s] 

that can, for a given set of human defined objectives, make predictions, recommendations, or 

decisions influencing real or virtual environments” (OECD 2019, 7). The basis for the legislative 

proposal was set in 2018. The Commission had announced its “Artificial Intelligence for 

Europe” strategy in an extensive document on public fears, updates of the EU safety 

framework to address liability gaps and legal uncertainty, investments, and grants for AI-based 

 
28 Directive 2000/31/EC. 
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start-ups. Building on this strategy, in 2020 the Commission published its “White Paper on 

Artificial Intelligence – A European approach to excellence and trust”, following an extensive 

stakeholder consultation. The European Parliament and European Council explicitly requested 

a regulatory proposal. This regulatory proposal was embedded into a broader legislative 

package, the “European Approach to Excellence in AI”.29 The proposal aims to hold liable all 

providers and deployers putting into service high-risk AI systems in the EU, regardless of the 

origin of the providing entity.30 Therefore, it imposes an extra-territorial scope. The proposal 

establishes a legal framework based on risk assessment of AI-based products or services for 

people’s health, safety, or fundamental rights. Importantly, AI use cases that do not impose 

risks on these concepts and fundamental rights are understood to be protected by other, 

already existing frameworks (see Table 2 below). According to the Commission’s impact 

assessment around 5-15 % of all AI system would fall into the high-risk category, endangering 

European values.31 It mainly targets providers, developers and deployers and thus imposes 

accountability away from the end-user. Furthermore, it entails transparency reporting 

obligations (Art. 52 AIA). Accordingly, deployers must label AI products and inform natural 

persons of their exposure to emotional intelligence, biometric categorization, and deep fake 

systems (Dempsey 2022, 15). The act also imposes an extensive set of monitoring and 

documentation obligations towards deployers (Dempsey et al. 2022, 14). Looking at 

enforcement mechanisms, member states are required to establish market surveillance 

authorities (MSAs) to safeguard compliance with the AI Act. The proposal enables MSAs to 

impose fines of up to € 30 million or 6% of the company’s annual turnover, whichever is higher 

for high-risk systems and for all others fines of up to € 20 million or 4% of the global turnover, 

whichever is higher. 32 

 
29 Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on 
Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts COM/2021/206 
final. 
30 Art. 2 (1) EU AI Act.  
31 Commission Staff Working Document. Impact Assessment accompanying the Proposal for a Regulation of the 
European Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (AIA) and 
Amending Certain Union Legislative Acts. Art. 71.  
32 Art. 71 AI Act.  
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Table 2: Summary of the EU Commission’s proposed AI Act 

 

Source: Siegmann/ Anderljung (2022, 15).  
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4.  Additional tools  
 

Additionally, the EU has developed significant soft laws in the digital sphere. Soft laws imply 

voluntary norms such as “codes of conduct”. For instance, the Commission’s 2018 Code of 

Practice on Disinformation was the first incentive worldwide where private companies 

voluntarily agreed on self-regulatory provisions to fight disinformation. Even though most of 

these soft laws are transformed into hard laws eventually, they present an efficient way to 

push forward new regulatory trends. These soft laws are as relevant in the context of the 

Brussels Effect. Moreover, the EU can make use of its regulatory authorities such as the Data 

Protection Authorities as well as the ECJ’s case law (Christakis 2020, 17-21).  

 

5. EU-U.S. Trade and Technology Council  
 
Lastly, inter-institutional and international cooperation is another necessary yet conflictual 

tool that the EU possesses to push forward digital governance alongside its own rules. Even 

though the idea of regulatory power presumes a landscape of regulatory competition, global 

rulemaking requires multilateral cooperation (Damro 2015). Despite disagreements in the 

regulatory shaping of the digital transformation, the U.S. and EU still share liberal, democratic 

values, particularly in the area of fair competition as opposed to Chinese policies in this regard. 

Accordingly, the European Commission proposed a Trade and Technology Council (TTC) as a 

forum for cooperation and to “lead digital transformation” (European Commission 2021). The 

two main goals include cooperation in developing international standards and in regulatory 

policy and enforcement (Siegmann/ Anderljung 2022, 67).  The Biden Administration caught 

up with the proposal that was ignored during the Trump Administration. In September 2021 

the TTC met for the first time in Pittsburgh, Pennsylvania in ten working groups. As the 

initiator, the EU proposed its approach of a “values-based digital transformation […] based on 

the Brussels Effect” (Bendiek/ Stuerzer 2022, 5). Particularly in fields where transatlantic 

cooperation is inevitable (e.g., chip production), it is a promising forum to find fruitful grounds 

for compromise. Additionally, the TTC could be expanded to other countries “committed to 
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democratic technology governance” (Bendiek/ Stuerzer 2022, 8).33 The crucial benefit that the 

EU can bring compared to the technologically stronger equipped U.S. is its “political capital” 

(Bendiek/ Stuerzer 2023, 13) in international negotiations due to its regulatory power in the 

digital sphere.  

To conclude, the EU is approaching the field of digital policy with a specific narrative of a 

human-centric and value-based governance model as an alternative to other digital 

governance models (such as the U.S. or Chinese ones). The narrative and leitmotif of digital 

sovereignty has been critically evaluated. The two understandings of the concept are both 

essential to sustain the EU’s regulatory power and imply a geopolitical and geostrategic 

framing of digital policy in general. In its digital governance the EU has a broad toolset. Taking 

into consideration recent legislation in the field of digital policy, the most crucial pieces are 

the GDPR, the DSA/DMA and the proposal for the AI Act. Due to the availability of data around 

the impact and success of the GDPR (the DSA and DMA have been passed only last year) but 

also due to its reputation in the global regulatory landscape, in the following, the GDPR will 

be analyzed as a potential precedence of the Brussels Effect in the digital sphere. After 

checking Bradford’s conditionality on the GDPR, one can examine ahead towards the field of 

AI regulation, and the potential of the proposed AI Act to trigger a Brussels Effect in the future.  

  

 
33 In fact, recently on 16 May 2023, the first ministerial meeting of the EU-India Trade and Technology Council 
took place in Brussels, emphasizing the development of TTCs as fora of cooperation in international technology 
policy.    
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IV. The example of the GDPR as an “export hit”  
 

Regulatory globalization is not evident in all policy dimensions and aspects of international 

trade, as various external and internal factors (such as geoeconomic aspects or international 

rules) may place limits (Christen/ Meyer et al. 2022). Therefore, it is interesting to look at the 

field of digital policy.  Analyzing the GDPR as an “export hit”, illustrates the potential of the 

Brussels Effect in the digital sphere and thus could give proof of the global impact of EU 

regulation in this area.  This is particularly relevant regarding the earlier discussed “third way” 

of digitalization and the way the EU’s regulatory activity is being framed. Moreover, the role 

of data in the digital economy is crucial. Clive Humbey’s notorious “Data is the new oil” 

analogy34 illustrates the importance of data as an asset in the digital economy. The GDPR is 

assessed as being one of the most impactful digital policies on a global scale. In its evaluation 

of the GDPR of 24 June 2020, the European Commission held that the GDPR “has already 

emerged as a key reference point at international level and acted as a catalyst for many 

countries around the world to consider introducing modern privacy rules. This trend towards 

global convergence is a positive development that brings new opportunities to better protect 

individuals in the EU when their data is transferred abroad while, at the same time, facilitating 

dataflows” (European Commission 2020a, 12). In the following, the background as well as the 

de jure and de facto Brussels Effect of the GDPR will be examined to understand why it is 

considered as an “export hit” and to try to deduct further implications for the field of digital 

policy.  

1. Background  
 

The GDPR is a compilation of historical developments of data protection law in different 

member states starting in the 1970s and 1980s (Hoofnagle et al. 2019, 69-72; Ukrow 2018, 

239-247). For instance, the German Constitutional Court’s 1983 Census judgment 

(“Volkszählungsurteil”),35 created the concept of a “fundamental right to informational self-

determination” which build a legal and conceptual foundation for the later EU data protection 

 
34 Clive Humbey (2006), speech at Association of National Advertisers conference.  
35 Bundesverfassungsgericht, judgement of 15 December 1983, Az. 1 BvR 209, 269, 362, 420, 440, 484/83. 
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laws (Bradford 2019, 137).  Historically, sensitivity towards government data collection has 

been eminent in Europe since World War II, the Nazi regime, and state surveillance in East 

Germany after the war by the Ministry for State Security (Stasi) (Shaw 2013; Freude/ Freude 

2016).  Systematically, EU data protection regulation initially served the internal motive of 

market integration as harmonized standards helped solve the issue of “conflicting national 

laws that were emerging as a trade barrier, inhibiting commerce in Europe” (Bradford 2019, 

136). During the enaction of the GDPR’s predecessor, the 1995 Data Protection Directive, the 

Commission used the internal market competence to balance out lacking competence in the 

field of “fundamental privacy rights legislation” (Bradford 2019, 137). Again, it was an upward 

harmonization process as it was easier to lobby low-regulation member states to strengthen 

their standards than the other way around (Bradford 2019, 137). However, additionally, there 

is also an eminent external dimension of the EU’s data protection regulation. The Commission 

noted already in 2009 and 2010 that the EU must promote international standards for 

personal data protection by stringent data protection rules. According to Bradford “[this] 

vision of the EU as providing a benchmark for the whole world, affected the drafting of the 

GDPR” (2019, 22). There was a clear intention to set global standards which was also backed 

up by the broad territorial scope. Following the rationale of “if we do not shape standards 

now, others do”36 (Bradford 2019, 137), the EU opted to defend data protection globally 

according to its own values and rules. The adoption of the GDPR was strongly lobbied against 

by foreign governments (particularly the U.S. government) and companies, mostly with the 

argument that it would impede research and innovation while pro-regulation member states, 

NGOs, and particularly individual citizens supported the adoption. Surveys show that the 

European public is strongly in favor of stringent data privacy rules (Eurobarometer 2016). 

Looking at transatlantic relations, data protection is a field of differing, if not opposing 

paradigms. As opposed to the EU’s regulatory activity in consumer law and privacy rights, the 

U.S. data privacy laws are restricted to a few sensitive policy fields such as banking (Shaffer 

2000, 23 -28). The private sector evolves around the private autonomy of the consumers that 

enter into contractual relationships if they agree on the self-imposed data protection policies 

 
36 Interview with Bruno Gencarelli, Head of the International Data Flows and Protection Uni, European 
Commission, Directorate General Justice and Consumers, in Brussels, Belgium (Jul. 17, 2018).  
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of the individual company (Bach/Newman 2007, 833). The disagreements can be traced back 

to broader ideological understandings about market regulations and interventions and 

connected to that, the level of consumer protection vs. private autonomy (Bradford 2019, 

141). On the other hand, it is also natural that the U.S. government is more engaged to lobby 

liaising with the U.S.-tech giants which make up an increasing share of its economic power. 

The EU does have more leverage in this area, again using its “political capital” of regulatory 

power to make up for the lack of tech companies with large market shares. On a global level, 

earlier mentioned scandals of unauthorized data collection (Snowden case, Cambridge 

Analytica) have enhanced public support of the European sensibilization for data protection 

(Gady 2014, 12-23). The GDPR is already quite impactful within the EU. It substantially 

increased consumer awareness and the emancipation of citizens regarding their rights to 

protect their personal data (EU Agency for Fundamental Rights 2020). It contributed to the 

awareness that the exchange of one’s personal data is a form of economic activity that should 

lay in the control of the individual (Christakis 2020, 17). It is crucial to keep in mind the specific 

“ideological” narrative of data privacy that the EU is promoting internally and globally which 

creates a fundamental characteristic of European data protection regulation and further has 

an effect on other regulations in the digital sphere (Siegmann/ Anderljung 2022, 76). This goes 

hand in hand with the perception that the EU has filled a “perceived regulatory vacuum” 

globally (Greenleaf 2021, 9). Looking at general difficulties of regulation in the field of 

technology, the EU’s “technology-neutral regulation” (Smuha 2017, 8) with the GDPR, i.e., 

setting the focus on the data subjects to be protected every time that personal information is 

processed – regardless of the specific technology used, circumvented the issue of 

disagreements of definitions and scopes. This is often an issue when only one specific 

technology is targeted by a regulation, e.g., in the field of AI regulation as there are 

disagreements about the definition of AI systems.  

 
 

2. De facto effects 
 

To assess the Brussels Effect in the context of the GDPR one has to come back to Bradford’s 

conditions for the de facto and de jure Brussels Effect.  
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First, the EU market must be a relevant, large market in the global data economy. Dominant 

global players in the tech industry such as Google or Meta have a significant high market share 

in EU member states. 25% of Meta’s revenue is generated in Europe (Kwan 2022, 77), showing 

the importance of the European market for the U.S. tech industry.  According to studies 

generated by PricewaterhouseCoopers, 68% of American companies were expected to spend 

between $ 1 and 10 million on GDPR compliance, and 9 % of American companies even more 

than $ 10 million (PwC 2017). This illustrates the stokehold that EU legislators have financially 

on those companies. Consequently, most multinational companies (“MNCs”) cannot 

circumvent or substitute access to the European market. This increases the size and affluence 

of the European market. In addition to that, there must be a certain regulatory capacity on 

the side of the EU. Looking at the backup that the GDPR received from the ECJ and data 

protection authorities, the EU has strong resources to promulgate and enforce regulation and 

thus obtain authority over its market participants. The GDPR enables national data protection 

authorities to fine companies up to 4 % of their global revenue in case of non-compliance.37 

In 2019, the French Data Protection Authority imposed a groundbreaking fine amounting to € 

50 million on Google for infringement of data protection laws on grounds of the GDPR 

(Satariano 2019). While 91 fines were issued in the 1st year of application of the GDPR, by the 

end of 2021 more than 990 fines were imposed by data protection authorities (Siegmann/ 

Anderljung 2022, 37), emphasizing the sanctioning capacity.  Nevertheless, there is the issue 

of inconsistency among member states and their respective data protection authorities. For 

instance, the Irish data protection agency only has a modest budget of $ 9 million while it has 

to deal with tech companies generating revenues in tremendously higher dimensions such as 

Airbnb, Apple, Meta, or Google which all have their European headquarters in Dublin 

(Satariano 2018; Bradford 2019, 142). Therefore, national inconsistency can to some degree 

limit the EU’s regulatory capacity. However, from a general perspective, the Union does obtain 

means of authority. In addition to that, data subjects are supposed to be inelastic targets. The 

GDPR made data subjects highly inelastic, as “European” data is protected without territorial 

restrictions. Therefore, actors cannot take refuge in other markets to circumvent falling under 

the scope of the regulated EU market. As long as European data subjects are concerned, the 

 
37 Regulation (EU) 679/16, Art. 83, 2016 O.J. (L119) 1. 
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scope of the GDPR reaches out to non-European jurisdictions. Furthermore, there must be 

stringent regulations. As evaluated before, there is a high intra-European consensus and 

political motivation towards a high level of data protection and upward harmonization. This is 

also in the interest of businesses that can benefit from legal certainty in the regulatory 

environment as well as other stakeholders such as NGOs that advocated for regulation on data 

protection for decades (Bradford 2019, 61-63). Lastly, the Brussels Effect requires legal, 

economic, and technical non-divisibility and thus the practice of standardizing across 

jurisdictions. In the field of digital policy, this condition is most of the time the most critical 

one as companies often have legal, economic, or technical leverages. For instance, starting 

with legal divisibility, the company Meta has its headquarters in Dublin, Ireland which is an EU 

member state. Consequently, Meta had to treat non-EU users on grounds of EU privacy laws. 

This is why with the entry into force of the GDPR, “Facebook has revised its terms and 

conditions, moving users in Asia, Africa, Australia, and the Middle East away from the EU and 

placing them under its U.S. legal structure” (Bradford 2019, 57; Ingram 2018). In addition to 

that, there are several reasons for “jurisdictionally tailored privacy policies” such as 

requirements for data localization within jurisdictions (e.g., in Russia, China, or until 2022 in 

India) which impose legal divisibility.  Looking at technical non-divisibility, one has to analyze 

whether there are technological limits to separate production processes or the provision of 

services. In the case of European data protection standards, the difficulty of detecting if a user 

is a European data subject, makes tech companies adjust their ways of data collection and 

storage to EU standards on a global level (Singel 2008). Moreover, the GDPR has a crucial 

impact on product design. Art. 25 GDPR introduces the concept of “privacy by design”:  

 

“[…] [The] controller shall, both at the time of the determination of the means for 

processing and at the time of the processing itself, implement appropriate technical 

and organizational measures, such as pseudonymization, which are designed to 

implement data protection principles, such as data minimization, in an effective 

manner and to integrate the necessary safeguards into the processing in order to meet 

the requirements of this Regulation and protect the rights of data subjects.” 
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Consequently, the stringent EU standard becomes a determinant for the technological design 

of a product or service, facilitating the condition of technological non-divisibility. Generally, 

this is a strong intervention in the production process and gives regulators a powerful 

legislative tool. Lastly, looking at economic non-divisibility, there are two determinative 

factors that are eminent in the field of the data economy. First, economic non-divisibility is 

still relevant to take advantage of scale economies and secondly – as mentioned above - single 

standards are relevant for obtaining a global brand reputation and meeting “enhanced 

consumer demand” (Bradford 2019, 144). For instance, it would be harmful to Google’s 

reputation if U.S.-American users’ data would be less protected than European users’ data 

(Bradford 2019, 61). This is particularly effective to stir a de facto Brussels Effect. It gives 

companies the incentive to adjust their rules to their global operations. Many gatekeepers 

today have only one global privacy policy following EU standards.38 To conclude on the 

condition of non-divisibility it becomes evident that companies still hold a margin of leverage, 

thus limiting the Brussels Effect (e.g., in the legal dimension), however, the concept of “privacy 

by design” imposed by the GDPR represents a strong tool to ensure technological non-

divisibility. Furthermore, looking at the size and importance of the European market and the 

stance of consumer emancipation, economic non-divisibility can be influenced more easily. In 

general, the de-facto Brussels effects of European data protection regulation are empirically 

evident among the most dominant tech companies in the global marketplace. These large 

companies that liaison with the European market already had to comply with EU laws and 

therefore not only had no “additional compliance costs” (Bradford 2019, 148) but also had 

incentives “to lobby for the EU standard at their home market as well” (Bradford 2019, 148), 

mainly to obtain competitiveness on the domestic market. Examples of these lobbying efforts 

can be found in press releases and statements of functionaries of U.S. tech giants. For 

instance, Facebook (now Meta) founder Mark Zuckerberg openly promoted the GDPR (as 

mentioned in the introduction). This illustrates that even global tech-giants which in the 

current global economy partly move in legal black holes (e.g., looking at competition law and 

taxation issues), adjust, and move forward “EU-like” stringent data protection laws to 

 
38 compare e.g., Google Privacy Terms (https://policies.google.com/privacy?hl=en-US).  
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safeguard the operability of their goods and services. This particularly stems from the 

economic dependence on data collection of many tech companies (Bradford 2019, 148). 

 

3. De jure effects  
 
Looking at de jure Brussels effects in the field of data protection and the GDPR, one can 

observe that 137 countries globally have adopted privacy laws (UNCTAD 2023). Most of these 

countries (e.g., Brazil, Japan, South Africa, Colombia) (Scott/ Cerulus 2018) emulate EU data 

protection laws as the GDPR is considered the “gold standard” (Khan/ Bradshaw 2018) 

providing a stringent legal framework. Apart from lobbying efforts coming from the industry, 

the above-mentioned “adequacy recognition” is another incentive for foreign governments to 

imply “EU-style privacy laws” (Bradford 2019, 150) to safeguard open data flows with the EU. 

It serves as a criterion of conditionality, coupled with economic incentives to embrace a de 

jure Brussels effect. Other jurisdictions such as Japan have followed the example of the EU 

and have also published a “whitelist of countries” where Japanese data can flow under 

national conditions (so-called border control data export limitations) (Siegmann/ Anderljung 

2022, 76). Looking at the United States, one cannot find comprehensive data protection laws 

on a federal level. Some states such as California have passed legislation on privacy laws. In 

2018, the state of California passed the “Consumer Privacy Act” (Wakayabashi 2018), 

containing some provisions similar to the GDPR (e.g., a right to be forgotten)39. The U.S. 

government even tried to circumvent an extraterritorial effect of the GDPR through its data 

transmission agreements (the Safe Harbour Agreement 2000 and the Privacy Shield 2015) that 

aimed to safeguard unlimited transatlantic data transmission. Nevertheless, the ECJ held 

those agreements invalid due to non-compatibility with EU data privacy standards (Siegmann/ 

Anderljung 2022, 75). Moreover, there has also been a regulatory influence on China. The 

2017 Cyber Security Law contains some fundamental GDPR concepts (DLA Piper 2023 – 

compared to GDPR). However, looking at the limitation on the private sector and the 

government’s repressive internet governance, the de jure effect of the GDPR in Chinese 

domestic law exists probably only “on paper” (Bradford 2019, 154) and is not in line with the 

 
39 California Civil Code § 1798.105 (a) (West). 
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values that the EU aims to externalize with its data protection framework (Siegmann/ 

Anderljung 2022, 75).  

 

4. Assessment of the impact of the GDPR and its implications  
 

To conclude, the GDPR got “exported” via the de facto and de jure Brussels Effect, “making 

data protection a powerful manifestation of the Europeanization of the global regulatory 

environment” (Bradford 2019, 132). Particularly the combination of market size and inelastic 

targets (in this case data subjects) enforce the Brussels Effect (Gstrein/ Zwitter 2021, 4). 

Extraterritoriality is a key feature of European data protection law (Siegmann/ Anderljung 

2022, 69), facilitating the convergence of its concepts abroad.    

Keeping the GDPR’s regulatory “success” in mind and zooming out to the general approach in 

EU digital policy, however, critics emphasize the need to avoid a fragmentation of the digital 

market by passing any costs (e.g., of compliance) to non-European businesses. The above-

discussed “referees don’t win” criticism is pervasive in different fields of digital policy. For 

instance, scholars discuss the risk of “missing out” on new digital development (Christen/ 

Meyer et al. 2022, 51). Looking at lacking production capacities and digital infrastructure 

(Bendiek/ Stürzer 2022), therefore a sustainable digital strategy to obtain the EU’s regulatory 

power also depends on strong coalitions with like-minded partners and extending the EU’s 

“digital sovereignty” to some extent also on strategic autonomy. China’s advances in digital 

infrastructure investments in the context of its “Belt and Road Initiative” and the European 

dependence on technologies produced oversees clearly limit the impact that the EU’s 

regulatory influence can have in shaping the digital sphere. Regardless of necessary 

regulations due to social or ethical challenges, tech companies should not be “dismantled” 

(Bendiek/ Stuerzer 2021, 15). Christen, Meyer at al. conclude that the “continuation of the 

Brussels Effect in the digital sphere (i.e., the continuation of the success of the GDPR) rests on 

the EU’s ability to gradually develop technology-enabled tools that guarantee stronger 

compliance and more effective implementation and enforcement of its proposed regulations 

and to cooperate with multiple stakeholders” (2022, 52). Moreover, there is a need for 

enhanced capacity-building through private-public investment efforts. “Higher risk-aversions 

in European investment decisions” impede research and development within the EU 
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(Obendiek 2021, 5). According to critics it is crucial to mitigate “existing asymmetries in the 

digital space” and to make sure that enforcement means of regulatory efforts do not stop 

short (Obendiek 2021, 5).  

Despite these challenges, the GDPR represents the first “precedent of extraterritorial 

application of EU legislation” in the sphere of data protection and data transfer (Christen/ 

Meyer et al. 2022, 20). Not only did it have an important internal effect on consumers, looking 

at the perception and awareness among “data subjects” within and outside of the EU, but it 

also evoked reactions within globally operating tech firms that depend on data flows and data 

collection economically. Therefore, there are strong lobby efforts to evoke a de jure Brussels 

Effect. The concept of adequacy as a conditionality for data flows with the EU is another tool 

to create a de jure Brussels Effect. The case of the GDPR, therefore, is a strong example of 

how a consolidated legal framework that was born in the EU can be globalized, both directly 

– by extending the scope regarding data subjects in question or adequacy decisions and 

indirectly by creating economic or technological pressures to tech companies to adjust their 

global operations to EU standards and thus also influence domestic legislation overseas. One 

of the usual criticisms that the GDPR would constitute a “competitive disadvantage” for 

Europe on the global scale did not hinder the GDPR to be an export hit, leading to an effect of 

“slow convergence” in the field of data protection (Humerick 2018; Smuha 2017, 17). 

However, the mentioned points of criticism should not be neglected to make sure that the 

conditions of the Brussels Effect (such as regulatory power and market size) stay as impactful 

as they are now. The field of data protection law is only one example in which the EU is 

exercising regulatory power and thus shapes the global market space and consumer 

perception in the digital sphere. Similar observations can be made in the field of hate speech 

and platform regulation (Bradford 2019, 160). Looking at current developments in the digital 

economy, therefore, it is crucial to analyze whether EU regulation efforts on artificial 

intelligence bear a similar potential of unilateral regulatory globalization.  

  



 44 

V. Outlook: implications for the future of AI regulation  
 

The convergence successes of EU regulation in the field of data protection have raised the 

question of whether the regulatory power of the EU via the Brussels Effect will also be relevant 

in the field of artificial intelligence regulation, specifically of the AI-Act. Similar to observations 

regarding the GDPR, the EU may have incentives to fill “a perceived regulatory vacuum” 

(Greenleaf 2021, 9). Considerations that support such an analogy to the GDPR are based on 

the similarities of the market structure and stakeholders. Actors are mostly multinational 

technology companies such as Google or IBM and both legislative acts aim to regulate 

business-to-consumer (B2C) contractual relations. Moreover, regulatory targets are quite 

similar. The analogy is also based on technological aspects as data collection is used for 

machine learning algorithms, an essential technique in AI-based technologies (Siegmann/ 

Anderljung 2022, 70).   

General-purpose AI technology can be used in nearly any domain and has the potential to 

enhance individual as well as collective socio-economic welfare (Smuha 2021, 3).  However, it 

is also potentially disruptive. According to a study by McKinsey Global Institute, 30-60% of 

workplaces bear the potential of being completely automated (2018).  Looking at these 

societal consequences of the AI revolution, it is particularly important that governments and 

international players safeguard social acceptance. The hypothesis of humans becoming 

economically redundant will have impactful societal effects (Bendiek/ Stuerzer 2021, 15). 

Therefore, regulation is needed not only for social cohesion but also to obtain the EU’s 

“internal unification” (Bendiek/Stuerzer 2021, 15). Dempsey et al. compare the field of AI 

regulation to the field of pharmaceutical drugs. They conclude that pharmaceutical drugs and 

some AI-based technologies have similar impacts on “human cognitive and neurological 

capacities”, however, AI is left with little regulation (2021, 1). As Dempsey et al. put it is the 

primary role of regulators to “establish and ensure the quality of life and security for [their] 

citizens and residents” (2021, 16). The European Commission has started tackling this 

responsibility. In her State of the Union speech in 2020, Von der Leyen announced the 

promotion and implementation of “a coordinated European approach on the human and 

ethical implication of artificial intelligence” (2020, 13). In the following, the expected extent 
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and impact of the EU AI-Act will be analyzed. This is followed by an assessment of the potential 

of a Brussels Effect in the field of AI regulation. The relevance of such an assessment is crucial 

as the data economy is an essential part of AI technology (thus strongly linking EU data 

protection and AI regulation). AI regulation is also currently one of the most urgent areas of 

digital policy. Therefore, the EU is strongly interested in sustaining its regulatory lead globally.   

 
1. (Expected) extent and impact of the EU AI-Act 
 

Having briefly introduced the AI Act earlier, it is important to analyze the bigger framework of 

the Act. The objectives are to ensure that AI systems in the single market are safe and respect 

fundamental laws and values, that there is legal certainty for research and innovation, to 

simplify governance and enforcement efforts, to facilitate market integration with AI 

products, and to prevent market fragmentation.40 As mentioned above, the act introduces a 

risk-based approach. The unacceptable risks include cognitive behavioral manipulation of 

persons or vulnerable groups and social scoring as well as real-time and remote biometric 

identification systems. In addition to that, there are some fields of AI system usage where high 

risk is assumed such as surveillance systems, critical infrastructure, or education. 

Furthermore, the Digital Europe and Horizon Europe programs have set an investment plan 

covering € 1 billion per year for AI. Adding the planned mobilization of additional funds from 

private sectors and member states, the Commission has mobilized in total a € 65 billion 

investment volume annually by 202541 (Dempsey 2021, 30). Moreover, the Act tried to obtain 

room for flexibility for research and innovation by creating “legal sandboxes”42 (i.e., 

exceptions) that particularly small and medium-sized enterprises (SMEs) can take advantage 

of. The potential of new AI technologies like OpenAI’s ChatGPT give more pressure to the 

assumption that regulation will always fall behind technological innovations. The release of 

ChatGPT in November 2022 and the emergence of other general-purpose AI systems (GPAIs) 

or large language models, already stirred up the legislative process of the AI Act and have 

 
40 EU AI Act. Explanatory Memorandum. 1.1. 
41 EU AI-Act Impact Assessment, p. 70. 
42 Legal sandboxed are regulatory tools that allow businesses to test new products, services or businesses for a 
limited period of time for business and regulatory learning experience (Madiega/ Van de Pol 2022).  



 46 

evoked questions about implementation (Demircan 2023). The technologies themselves are 

not “new” per se, however, the increasing (almost exponential) use is relatively new (Smuha 

2021, 23). These developments emphasize the velocity of technological progress pushed 

forward by the usage of AI technology as a peculiarity of the regulatory objectives. 

Nevertheless, fixed legal-ethical frameworks could help to deal with all kinds of innovation in 

the Fourth Industrial Revolution such as quantum technology, virtual reality, etc. (Kop 2021, 

10). 

Looking at the progress of the AI Act in the ordinary legislative procedure, the proposal was 

amended by the MEPs – reacting to new challenges -, e.g., in the fields of transparency and 

risk-management rules (“draft negotiation mandate”). Now, the transparency rules explicitly 

include obligations for providers of foundation models.43 For generative foundation models 

like ChatGPT this imposes stringent transparency requirements, e.g., to design their models 

to prevent them from generating illegal content or publishing summaries of data used for 

training (European Parliament 2023). Moreover, the EP strengthened national authorities’ 

competences and proposed to establish an “AI Office” (European Parliament 2023a). The next 

step in the decision-making process will be the plenary vote in the EP in mid-June 2023. The 

last step will include interinstitutional negotiations with the Council and the Commission 

(trialogue negotiations) on the final form of the AI Act. The final approval is expected by the 

end of 2023 or early 2024.  

 

2. Potential for a Brussels Effect 
 

The EU AI Act is one of the first and most comprehensive attempts to regulate AI worldwide. 

As M. Kop puts it, the “race for AI dominance is a competition in values and technology” (Kop 

2020). In terms of international law, it presents a significant global development if the AI Act’s 

regulatory framework were to achieve for the concept of AI transparency and trustworthiness 

what the GDPR has achieved for the concept of privacy (Dempsey et al. 2022). One can detect 

analog societal reassurances and narratives to the GDPR by looking at how the EU is framing 

 
43 Foundation models are large-scale models that build the base of a wide range of further, more specialized 
technologies by being trained on massive amounts of data (e.g., GPT-3). https://www.microsoft.com/en-
us/research/blog/ai-explainer-foundation-models-and-the-next-era-of-ai/ 
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its regulatory activity in the field of AI, promoting crucial concepts such as “privacy” and 

“values”.  Another signal is the close cooperation in fields of investment or data availability 

and exchange within the Union (Dempsey 2021, 12). When assessing the potential for a de 

facto and de jure Brussels Effect, it is crucial to differentiate between different industries or 

systems that make use of AI-based technologies as well as particular parts or legal concepts 

of the Act. As Siegmann and Anderljung put it, “[what] holds for AI, in general, might not hold 

for the specific industries and AI systems that the EU AI regulation will apply to” (2022, 49). 

The AI Act is rather broad as AI use is potentially limitless. Therefore, one must assess 

particular obligations or policy fields within the AI Act. For instance, it is rather likely to see a 

de facto effect regarding products under existing safety regulations such as medical devices, 

worker management systems, biometric identification, or legal technologies (high-risk 

systems). A well-known example of a high-risk system would be LinkedIn’s algorithm for 

personalized job advertisement and candidate recommendations (Engler 2022). The same 

applies to general AI systems where compliance with the act is “likely to be a strong signal” 

(Siegmann/ Anderljung 2022, 54) regarding consumer protection and corporate reputation. 

Another point of differentiation concerns specific requirements imposed by the AI Act. For 

instance, requirements about documentation or data are more likely to produce a de facto 

Brussels Effect. The potential of a Brussels Effect differs among regulation fields within the AI 

Act, depending on evidence on causal links, and information on AI supply chains. Coming back 

to the conditions for a Brussels Effect, firstly, it is essential to consider again the relative 

market size and relevance of the European market in the AI sector. In 2021 the European 

Union spent $ 17 billion (annual growth of ca. 27% from 2022 to 2025) on the AI industry. 

Globally, the EU’s share of AI spending counts to about 20% (IDC 2021). Typical for the digital 

sector, the AI industry is (mostly) dominated by multinational firms, accordingly, the market 

has a globalized and oligopolistic structure (Siegmann/ Anderlung 2022, 3), which makes the 

de facto Brussels Effect favorable. Nevertheless, there is an important feature of probable AI 

use that could lead to partial regionalization of markets. For instance, in sensitive policy areas 

such as education, border control, or financial services, the Union will prefer “homemade” 

technologies for safety reasons (Siegmann/ Anderljung 2022, 31). Other jurisdictions will 

probably have the same approach, making access to the EU market rather secondary. Taking 
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into consideration the regulatory capacity of the EU in the field of AI regulation, one can detect 

that firstly, the Commission is trying to enhance research expertise by building technical 

expert groups (for instance the high-level expert group on artificial intelligence, 2022) despite 

the difficulties that come with AI technologies being a relatively new area in the research 

landscape. Moreover, the AI Act is also coherent as it imposes maximum harmonization which 

is in line with the aims of the act. The regulatory coherence will be further pushed forward 

once there is more information on the planned European Artificial Intelligence Board and the 

market surveillance authorities set forward by the proposal (Siegmann/ Anderljung 2022, 36). 

Compared to the GDPR, it is difficult to assess sanctioning capacities. While there are classified 

penalties in the legislative proposal, the efficiency of enforcement organs cannot be 

predicted. Those might face the same budgetary issues as data protection authorities, thus 

limiting the regulatory capacity in terms of sanctioning capacity. Another important factor in 

the global regulatory landscape is the “first mover advantage”44 (Siegmannn/ Anderljung 

2022, 38-39). Even though the relatively slow regulatory process within the EU legal systems 

compared to national law- and decision-making is limiting this advantage (for instance Brazil’s 

lower parliamentary house agreed on a proposed AI law in September 2021 and China in early 

2022), the comprehensiveness and amount of published supporting documents to the 

extensive draft, forced other proactive jurisdictions to “check their compatibility” with the EU 

AI approach (Siegmann/ Anderljung 2022, 39; FES 2023).                                     

Assessing the stringency of the EU AI Act, one can detect different nuances in regulatory 

discourses globally. For instance, in the U.S. AI regulatory concerns are focused on national 

security more than consumer protection which again represents the different regulatory 

cultures. As discussed above, digital companies have more influence in U.S. politics which is 

detectable in higher lobby spending within the relevant stakeholder group. The case of China 

is similar to the situation with the GDPR, more stringent rules are probable, but limited to 

private sectors looking at the level of state censorship and imposed digital repression 

(Siegmann/ Anderljung 2022, 24). Consequently, the EU AI Act has the potential of being one 

of the more, if not the most stringent regulation in the field of AI. Assessing the inelasticity of 

 
44 The “first mover advantage” is an economic concept where a company can gain a competitive advantage on 
the market by being the first to obtain control of resources or to launch a new product or service.  
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the AI Act, it can be observed that its extraterritoriality is much more limited compared to the 

GDPR (Greenleaf 2021, 3). It is mainly a regulation of product liability; therefore, the 

inelasticity of the targets is more flexible than in the field of data protection. Nevertheless, 

the AI Act’s scope covers all providers and deployers producing or putting into service high-

risk AI systems in the EU, regardless of the origin of the entity45, thus making it impossible for 

those deployers that want to take advantage of the EU consumer market to circumvent the 

regulations of the Act.  As discussed with the GDPR, non-divisibility is the most crucial 

condition to consider when analyzing a Brussels Effect in digital policy. The decisive economic 

factor is particularly the cost of maintaining two separate products (one for EU markets and 

one for other, less regulated markets).  The regular production process of an AI product is 

mostly composed of a design phase, a data selection, collection, and generation step where 

the model is being trained, a system deployment, and lastly an evaluation or review phase 

(Siegmann/ Anderljung 2022, 46). A risk in terms of non-divisibility is the possible separation 

of the system (so-called forking) within the process. For instance, the potential of high-risk AI 

systems evoking a Brussels Effect is supported by the economic consideration that it would 

require an early forking process in the training process of the model to meet the Act’s 

requirements. This leads to increasing costs and decreasing economies of scale. Most deep 

learning models (e.g., GPT-3) would fall under this case as complying with some requirements 

of the EU AI Act would require changes in the training process of the foundation model 

(Siegmann/ Anderljung 2022, 47). Nevertheless, there - increasingly - are technological 

possibilities to separate production processes more cheaply. Examples are additive 

manufacturing or geo-blocking (Bradford 2021).46 Apart from questions about technological 

non-divisibility, a de facto Brussels Effect might be more probable in cases of controversial 

usage of AI technologies (such as legal tech). Complying with the most stringent standards can 

help safeguard a company’s image regarding consumer protection (Siegmann/ Anderljung 

2022, 54).  The potential de jure Brussels effect is even more difficult to assess as we are 

 
45 Art. 2 EU AI Act.  
46 Geo-blocking is a technology that limits a user’s access to internet content based on the geographical 
location (as determined by IP address) which allows for divisibility of the internet. Additive manufacturing (such 
as 3D-printing) is a production method where goods with different features can be produced by changing the 
digital blueprint. This allows for mass customization and thus reduces the costs of compliance to different 
standards (Bradford 2019, 275, 275). 
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dealing with a legislative proposal. Particularly, it is difficult to detect causal links to the EU’s 

regulatory activity as the AI revolution is a modern phenomenon that is – more or less - 

“naturally” on the agenda of many political decision-makers. N. Smuha describes a 

development from a “race to AI” to a “race to AI regulation” (2021). For instance, China 

adopted its “Next Generation AI Development Plan” in 2017 and Trump published the U.S. 

American AI Strategy. However, the EU is the first jurisdiction to publish such a comprehensive 

attempt to regulate AI. One can analyze how the EU promotes its AI Act for instance via 

multilateral cooperation, and if it triggers a learning approach in other jurisdictions and 

lawmakers (Siegmann/ Anderljung 2022, 63). The proactive promotion of a regulatory 

narrative that was detectable with the GDPR is evident for the AI Act as well. For instance, the 

ethical guidelines that served as a preparatory document were introduced to the OECD AI 

principles (OECD 2022). The highest potential of diffusion can be seen in the risk-based 

approach as well the general categorization of “trustworthy AI” as overarching concepts 

(Siegmann/ Anderljung 2022, 61), shaping a global socio-economic narrative on how to deal 

with new AI-based technologies. For instance, in New Zealand “EU language” has been 

explicitly included in the national AI strategy (Leufer/ Lemoine 2020, 10). While causal links of 

a Brussels effect are unlikely to be detected in U.S. federal law, the TTC could help push 

forward transatlantic cooperation and multilateralism. China will probably have stringent AI 

regulation as well however – similar to data protection laws – the public sector will be exempt 

from these regulation efforts (Siegmann/ Anderljung 2022, 24, 69), which – once again - 

indicates an ideological derailment of initial common ground. It also links back to the 

demarcation of the Brussels Effect to a possible Washington or Beijing Effect. All in all, it can 

be expected that building on the blueprint of the EU AI Act’s risk assessment, many 

jurisdictions are likely to introduce sectoral regulatory regimes for AI. The narrative and 

political capital put into the EU concept of “trustworthy AI” might influence AI companies 

globally (Siegmann/ Anderljung 2022, 74).             

The biggest criticism that the regulatory proposal is facing includes concerns about being 

“innovation-inhibiting” rooting from the strict evaluation criteria. If interoperability with 

European rules remains uncertain, this might impede investments into AI applications 

(targeted globally or to European markets). In addition to that, considerations that challenge 
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a possible Brussels Effect include weaknesses of the analogy with the GDPR. According to 

critics, data protection regulation has unique features (such as the extraterritoriality of its 

regulatory targets, the specific legal design, and adequacy decisions). With data protection, 

the EU has reached a global narrative change towards the fundamentality of data privacy 

which has “increased the revenue from non-differentiation” of producers 

(Siegmann/Anderljung 2022, 76). Moreover, the design of the GDPR requires early forking if 

companies and producers choose to create two products – one complying with EU 

requirements and a non-complying one. Therefore, technical divisibility or differentiation is 

connected to substantially higher costs, which makes division or differentiation less attractive 

(Siegmann/ Anderljung 2022, 76). Also, there are general developments that challenge the 

future of the Brussels Effect (particularly in the digital sphere). On the one hand, these include 

internal challenges such as influences by populist anti-EU sentiments within the Union. On the 

other hand, external challenges include geopolitical pressures combined with China’s “relative 

increase in regulatory capacity” and a diminishing of the EU’s relative market and regulatory 

capacity. Again, technical considerations such as geo-blocking could impede the condition of 

non-divisibility (Bradford 2021).                 

To conclude, one can observe that fundamental concepts of the EU AI Act have a high potential 

for diffusion to other jurisdictions, for instance, the risk-assessment-based approach or the 

general concept of responsible AI development. The narrative that the EU is imposing might 

have an effect on how relevant companies frame their products and their image towards 

safety and consumer protection. Nevertheless, an analogy to the “export hit” of the GDPR 

shows up some weaknesses due to the peculiar characteristics of data protection. The main 

problems are also connected to the fact that AI use is tremendously versatile, and the AI Act 

is accordingly broad. Thus, making general assumptions about very different fields of 

regulation is difficult. However, even if the Brussels Effect might not be as defined as with the 

GDPR, the EU is still leading the regulatory environment thus aiming to sustain its regulatory 

power in the digital sphere. But this should not lead to a neglect of the investment framework 

and innovation capacities. Coming back to the Union’s regulatory power generally in the 

digital sphere, one has to consider also the main limits. For instance, Marietje Schaake, a 

former Dutch MEP criticizes the EU’s executive power in national security issues which 
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impedes its regulatory advantage in the digital sphere (2020), thus underlying the above-

discussed lack of strategic autonomy. Moreover, there are internal obstacles that are limiting 

the Brussels Effect, for instance, the failure of creating an EU-wide “digital services tax” which 

gives a hint at the existing lack of consensus in certain fields of digital policy (Christakis 2020, 

28). Particularly when unanimity in the decision-making process is required, this missing 

consensus slows down regulatory activity. To give a last example of criticism, the question 

rises whether unilateral regulatory power is even sustainable (Christakis 2020, 29). A lack of 

cooperation will only lead to conflicting digital sovereignties. In this regard, the potential of 

the EU-U.S. TTC as well as other cooperation fora in the digital economy (for instance the EU-

India TTC) bears the potential of fruitful common approaches as opposed to an international 

state of distrust and protectionism. 
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VI. Conclusion  
 

The “Brussels Effect” is a fundamental externalization of the EU’s regulatory power. In 

numerous policy fields, one can observe a diffusion or globalization of EU regulation. This 

stems from the EU’s pro-regulation stance. The main features that favor an ability to globalize 

standards generally are the EU’s institutional structure, the process of market integration as 

an ongoing driver as well as its emerging external regulatory agenda. The EU’s internal and 

external regulatory capacity, stringent regulations, and large and affluent consumer market 

size are fundamental preconditions that push forward the European Union’s regulatory 

power. Combined with inelastic regulation targets and non-divisibility in certain policy fields, 

the EU can unilaterally set global standards. Having set responsible digital transformation as 

one of the top political priorities for the next decade, the European Union, as initiated and 

pushed forward by the Commission, has mobilized, and gathered a set of impactful tools and 

regulatory activities in digital policy. The GDPR, DSA/DMA, and AI Act represent the most 

impactful legislation of the last eight years. The international consensus of a regulatory 

vacuum facilitates the potential of EU regulatory power in digital policy. Although the 

conditions of a Brussels Effect can also help explain other jurisdictions’ unilateral power to 

globalize standards, the example of the GDPR shows why such an effect is currently and within 

specific policy fields such as data protection law particularly likely to be found with EU 

regulation. Keeping in mind specific features of the digital economy (such as the dependency 

on data collection and flows), the GDPR’s design facilitated the emergence of a Brussels Effect. 

The EU consumer market is too affluent to be substituted due to the high revenues of global 

players in the EU. Moreover, the EU’s stringent regulation and regulatory capacity were 

productively externalized by creating data protection authorities and thus means of 

enforcement that can impose significant fines. The extraterritoriality of the scope of the GDPR 

regarding its “data subjects” makes the targets inelastic. Lastly, non-divisibility as the crucial 

criterion is facilitated technologically by the GDPR’s privacy-by-design approach and 

economically thanks to consumer emancipation and reputation considerations. Legal non-

divisibility imposes some challenges that need to be overcome. A de jure Brussels Effect is 

pushed forward by the de facto Brussels Effect and by the concept of adequacy decisions. All 
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in all, the GDPR indeed represents an “export hit” as it evoked both a de facto and a de jure 

Brussels Effect. Thus, the European Union has substantially shaped the global digital 

regulatory sphere and market by externalizing its data protection laws. Deducting from these 

findings to an outlook perspective, one can observe that the EU is working on exercising its 

first-mover advantage in the field of AI regulation. Accordingly, EU narratives on responsible, 

human-centric, value-based digital transformation are likely to be pushed forward and 

determine the main concepts of the global AI regulatory landscape. Examples are the risk-

assessment approach or the concept of “trustworthy AI”.  This being said the concrete 

potential of a Brussels Effect is difficult to assess as the AI Act did not finalize the legislative 

process yet. Moreover, the analogy to the GDPR shows signs of weakness due to the 

peculiarity of EU data protection regulation. Either way, the wish to keep control of societal 

effects and promote EU values seems only logical regarding disagreements with the 

approaches of geopolitical powers such as China or the U.S. In the end, the EU approach is 

also based on a perception of normative desirability. The de facto and de jure Brussels Effect 

summarize the pre-conditions and characteristics of EU policy design that support this 

process. Apart from that, it is also crucial to look at other relevant legislation in the digital 

sphere, for instance, the DSA and the DMA which are shaking up the regulatory landscape, or 

the 2022 Chips Act which is very relevant under the geopolitical framing of digital 

transformation and linked to the quest for strategic autonomy of the EU. We can observe a 

quickly evolving and multidimensional policy field that is tackled from different dimensions by 

the EU. Nevertheless, the dynamics of the observed Brussels Effect in digital policy are not 

future-proof and could change with evolving geopolitical balances. An important 

counterweight for the EU could be to empower both dimensions of digital sovereignty by 

strengthening strategic autonomy. The EU should prioritize obtaining its first-mover 

advantage in order to obtain its regulatory power as conceptualized by the Brussels Effect.   

   The discussion around the AI Act also raises many new questions regarding the scope 

and normative desirability of AI regulation. It is one of the primary roles of the state (and in 

the framework of its competences of the EU) to establish and ensure quality of life and security 

for citizens and residents; But can regulators keep up with the pace of the AI revolution and 

technological innovations that will follow? Will the European Union be able to sustain its 
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regulatory power?  While these questions remain open until the AI Act shows effect, we have 

discussed the Brussels Effect in digital policy with the example of the GDPR and how it aids 

the European Union in using its political capital of regulatory power globally to shape the 

multifaceted digital sphere.   
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